A Random sparsification

We illustrate the random-s sparsification here. More examples of unbiased compressors can be found
in literature [51]].

Example 1 (RANDOM-s SPARSIFICATION). For any x € R?, the random-s sparsification is defined
by C(x) :== g(f © x) where ® denotes the entry-wise product and ¢ € {0,1}% is a uniformly random
binary vector with s non-zero entries. This random-s sparsification operator C satisfies Assumption 2]
with w = d/s — 1. When each entry of the input x is represented with r bits, random-s sparsification

compressor takes rs bits to transmit s entries and log, (f) bits to transmit the indices of s transmitted
entries, resulting in a total % + log, (;l) bits in each communication round, see [51| Table 1].

B Proof of Proposition 1|

We first recall a result proved by [51]].

Lemma 2 ([51], Theorem 2). Let C' : R — RY be any unbiased compressors satisfyingand b be
the total number of bits needed to encode the compressed vector C(x) for any x € R% If each entry
of the input x is represented with r bits, it holds that max{ 15, 4ry4b/d >,

Using Lemma[2] when w/(1+w) < 47", e, w < (4" — 1)~ < 1/3, we have (1 +w) = O(1) and
b>rd=Q,(d/(1+w)), where r is regarded as a constant in 2,-(-). When w/(1 +w) > 47", we
have

)

> -1y — -1 S g “  _ _
b>dlogy(1+w ) =dn(l4+w )/ln(4)*dln(4)(1—|—w—1) Qr<1+w

where we use the inequality In(1 +¢) > ¢/(1+¢) witht = w™ > 0.

N———

C Proof of Theorem

Following [15,9]] , we denote the k-th coordinate of a vector x € R¢ by [z]x fork =1,...,d, and let
prog(x) be

0, ifz =0,

maxi<p<d{k : [z]r # 0}, otherwise.

——

Similarly, for a set of multiple points X = {1, 22, ... }, we define prog(X) := max,cx prog(z).
We call a function f zero-chain if it satisfies

prog(Vf(x)) < prog(w) + 1, Va € RY,

which implies that starting from 2° = 0, a single gradient evaluation can only earn at most one more
non-zero coordinate for the model parameters.

Let us now illustrate the setup of distributed optimization with communication compression. For any
t > 1, we consider the ¢-th communication round, which begins with the server broadcasting a vector
denoted as u® to all workers. We initialize u! as 2°. Upon receiving the vector u! from the server,
each worker performs necessary algorithmic operations, and the round concludes with each worker
sending a compressed message back to the server.

We denote v} as the vector that worker i aims to send in the ¢-th communication round before
compression, and f)f as the compressed vector that will be received by the server, i.e., f)f = (vf)
While we require communication to be synchronous among workers, we do not impose restrictions
on the number of gradient queries made by each worker within a communication round. We use )}
to represent the set of vectors at which worker ¢ makes gradient queries in the ¢-th communication

round, after receiving u' but before sending o;.

Following the above description, we now formally state the linear spanning property in the setting of
centralized distributed optimization with communication compression.

Definition 2 (LINEAR-SPANNING ALGORITHMS). We say a distributed algorithm A is linear-
spanning if, for any t > 1, the following conditions hold:

14



1. The server can only send a vector in the linear mamfold spanned by all the past received
messages, sent messages, i.e., u' € span ({u"}._] U {07 : 1 <4 <n}Z}).

2. Worker © can only query at vectors in the linear manifold spanned by its
past received messages, compressed messages and gradient queries, i.e., Y! C

span ({u"}._, U{Vfi(y) :y € VI T ud{ern ) )

3. Worker i can only send a vector in the linear manifold spanned by its past re-
ceived messages, compressed messages, and local gradient queries, ie., vl €

span ({u Yy U {VAi(y) v € Y7}y U i}, Z

4. After t communication rounds, the server can only output a model in the linear
manifold spanned by all the past received messages, sent messages, i.e., &' €

span ({u"}_, U{or : 1 <i<n}_,).

In essence, when starting from z° = 0, the above linear-spanning property requires that any expansion
of non-zero coordinates in vectors held by worker i (e.g., V!, v}) are attributed to its past local gradient
updates, local compression, or synchronization with the server. Meanwhile, it also requires that any
expansion of non-zero coordinate in vectors held, including the final algorithmic output, in the server
is due to the received compressed messages from workers.

Without loss of generality, we assume algorithms to start from 2 = 0 throughout the proofs. When
{fi}}_, are further assumed to be zero-chain, following Definition [2} one can easily establish by
induction that for any ¢ > 1,

< 1
gz prosl’) < e, oo, pros(@r) (1o

< ) <
e, pros(vi) < pmax m{m pro()pros(V1) | < s, . pro() +1

<
prog(2) < ma g prog(d))

Next, we outline the proofs for the lower bounds presented in Theorem 2] For each case, we provide
separate proofs for terms in the lower bound by constructing different hard-to-optimize examples,
respectively. The construction of these proofs follows four steps:

* Constructing a set of zero-chain local functions { f; }1_;.

* Constructing a set of independent unbiased compressors {C; }7_; C U*4. These compressors
are delicately designed to impede algorithms from expanding the non-zero coordinates of model
parameters.

* Establishing a limitation on zero-respecting algorithms that utilize the predefined compressor
with ¢ rounds of compressed communication on each worker. This limitation is based on the
non-zero coordinates of model parameters.

* Translating the above limitation into the lower bound of the complexity measure defined in
equation (3).

While the overall proof structure is similar to that of [19]], our novel construction of functions and
compressors enable us to derive lower bounds for independent compressors. These lower bounds
clarify the unique properties and benefits of independent compressors.

We will use the following lemma in the analysis of the third step.

Lemma 3 ([19], Lemma 3). Given a constant p € [0, 1] and random variables { B'}3°, such that
Bt < BV 4 1and P(B* < B! | {B"}.Z}) > 1 — pforanyt > 1, it holds for t > 1/p, with
probability at least 1 — e~ 1, that Bt < B° + ept.

C.1 Strongly-convex case

Below, we present two examples, each of which corresponding to a lower bound LB,,, for T.. We
integrate the two lower bounds together and use the inequality

T, > max {LBn} = Q(LB; + LBs)
1<m<2
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to accomplish the lower bound for strongly-convex problems in Theorem 2}

Example 1. In this example, we prove the lower bound Q((1 4+ w)(1 + \/k/n)In (uA/e)).

(Step 1.) We assume the variable = € fo = {([z]1, [z]2,...,) : Dooe,[2]? < oo} to be infinitely
dimensional and square-summable for simplicity. It is easy to adapt the argument for finitely
dimensional variables as long as the dimension is proportionally larger than ¢. Let M be

2 -1

-1 2 -1

9

then it is easy to see 0 < M =< 41I. Let {f;}"_, be as follows

Filz) = %||$||2 + % Zrzo([m]nrﬂ' - [x]nr+i+1)27 if1<i<n-—1,
T Bl + 25 (12 + (@l — [@lare1)® = 22 ), ifi=n.

where A € R\{0} is to be specified. It is easy to see that 3 - o([#]nr+i — [€]nrtit1)? and
[2]2 + 3,50 ([#]nr — [#]nrt1)? — 2A[2z]; are convex and 4-smooth. Consequently, all f;s are L-

smooth and p-strongly convex. More importantly, it is easy to verify that all f;s defined above are
zero-chain functions and satisfy

prog(V fi(x)) {: prog(z) + 1, ifprog(xz) =4 mod n,

11
< prog(z), otherwise. (i

We further have f(z) = 237" | fi(z) = &z]* + % (2" Mz — 2X[z]y). For the functions
defined above, we also establish that
Lemmad. Let k = L/ > 1, it holds for any x that,

2prog(x)

f() = min f(z) > 1—2<1+ 1+2(“n_1)> |20 — 2|2

I\DR:

Proof. The minimum z* of function f satisfies ( SEM + u) z*—\L=L

5t e1 = 0, which is equivalent

to
2k+2n—-2_ N
?[x = [z"]a = A,
N 2k +2n — 2 .
—[:17 ]3;1 ﬁ[l‘*]j — [.”L'*b‘+1 = 0, Vj Z 2. (12)
Note that
k+n—1—+n2k+n—2) 1 2
qg= —1_
K—1 14 1+2(,«u 1)

is the only root of the equation ¢? — 25424=2¢ 4 1 = ( that is smaller than 1. Then it is straight
forward to check z* = ([z*]; = A¢/ ) satisfies (I2). By the strong convexity of f, z* is the
unique solution. Therefore, we have that

e 2(r+1)
le—a*2> D XY =X = e — o
j=prog(z)+1 -

Finally, using the strong convexity of f leads to the conclusion. O

Following the proof of Lemma[4} we have

Ja° WZvZ%:
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Therefore, for any given A > 0, letting A = +/((1 — ¢2)A)/q? results in [|2° — 2*|? = A.
Consequently, our construction ensures { f;}?, € F LA: -

(Step 2.) For the construction of w-unbiased compressors, we consider {C;}?; to be independent
random sparsification compressors. Building upon Example[T} we make a slight modification: during
a round of communication on any worker, each coordinate is independetly chosen with a probability
of (1 + w)~! to be transmitted, and if selected, its value is scaled by (1 + w) and then the scaled
value is transmitted. Notably, the indices of chosen coordinates are not identical across all workers
due to the indg]()jendence of compressors. It can be easily verified that this construction ensures that
(i, C U,

(Step 3.) Since the algorithmic output £* calculated by the server lies in the linear manifold spanned
by received messages, we can use to obtain the following expression:

#h) < r 57 = o) & Bt
prog(z*) < Jnax, max max{prog(u"), prog(v; )} jnax, max prog(v;) = B (13)

We next bound B* with B := 0 by showing that { B! }$2, satisfies Lemma[3|with p = (1 + w)~".

For any linear-spanning algorithm A, according to (TI)), the worker ¢ can only attain one additional
non-zero coordinate through local gradient-based updates when prog()!) = i mod n. In other
words, upon receiving messages {u} }._, from the server, we have

A prog(u?) +1 < Bt71 +1, ifprog(V!) =i mod n,
Progiv;) = maxi <,<¢ prog(ul) < B~ otherwise.

Consequently, we have

N < B l41=B"1+1.
o pros(vi) = joas, B y
It then follows from the definition of the constructed C; in Step 2 that max;<;<p prog(@f) <
max <;<n, prog(v!), and therefore we have:
Bt < <B4l
< max, max prog(v; ) < +
Next, we aim to prove that B < B!~! + 1 with a probability of at least w/(1 + w). For any t > 1,
leti € {1,...,n} be such that B"~! =4 mod n. Due to the property in equation (TT)), during the
t-th communication round, if prog(yf) = Bt~! worker i can push the number of non-zero entries
forward by 1, resulting in prog(v!) = B*~! + 1, using local gradient updates. Note that any other
worker j cannot achieve this even if prog(y]’?) = B! due to equation (TT).
Therefore, to achieve B* = B!~ + 1, it is necessary for worker ¢ to transmit a non-zero value at the
(B*~! 4+ 1)-th entry to the server. Otherwise, we have B! < B'~!. However, since the compressor
C; associated with worker i has a probability w/(1 + w) to zero out the (B*~! + 1)-th entry in the
t-th communication round, we have

P(B' < B! [{B"}Z}) > w/(1 +w).
In summary, we have shown that B < B*~! +1and P(B* < B!~' | {B"}/Z{) > w/(1 +w).

By applying Lemma we can conclude that for any ¢ > (1 + w) ™!, with a probability of at least
1 —e~1, it holds that B! < et/(1 + w) and hence prog(2!) < et/(1 + w) due to (T3).

(Step 4.) Using Lemma[4] and that prog(#!) < et/(1 + w) with probability at least 1 — e~!, we
obtain

2et/(14w)

E[f(@t)]—mgnf(x)z% 1—2<1+ 1+2(“n—1)> (14)

4det
= (“Aexp <_<W+ DG +w>>> |
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Therefore, to ensure E[f(£%)] — min, f(z) < e, relation (T4) implies the lower bound 7. =

Q((1+w)(1 + /r/n) In(uA/e)).

Example 2. Considering fi; = f to be homogeneous and C; = I to be a loss-less compressor for all
1 <7 < n, the problem reduces to single-node convex optimization. In this case, the lower bound of
Q(v/k1n (uA/e)) is well-known in the literature, as shown in [45] [44]).

With the two lower bounds achieved in Examples 1 and 2, we have
T = Q((1+w)(1+ V/i/m) In(ud/e) + VR In(uA /fe)
= (1 +w+ Vi/n+wy/i/n+ VE) In(ud/e) )
= Q((w +wv/k/n + V) In(uA/o))

which is the result for the strongly-convex case in Theorem [2}

C.2 Generally-convex case

Below, we present three examples, each of which corresponding to a lower bound LB,,, for T,. We
integrate the three lower bounds together and use the inequality

T. > 1r<na)<<3{LBm} =Q(LBy + LBy + LB3)
to accomplish the lower bound for the generally-convex case in Theorem 2}
Example 1. In this example, we prove the lower bound Q((1 4 w)(LA/e)'/?).

(Step 1.) We assume variable = € R?, where d can be sufficiently large and will be determined later.
Let M denote

M: ., .. .. ERdXd
-1 2 -1
-1 2

it is easy to verify 0 < M < 41]. Similar to example 1 of the strongly-convex case, we consider

file) = 1 ZTZO([x]nT-i-i — [x]nr+i+1)2; ifl1<i<n-1,
' i ([:c]% + 21 ([@nr — [@]nr41)? — 2>\[I]1> , ifi=n.
where A € R\{0} is to be specified. It is easy to see that all f;s are L-smooth. We further have

fl@)=1%" fi(z) = £ (" Mz — 2X[z],). The f; functions defined above are also zero-chain
functions satisfying (TT).

~

Following [44], it is easy to verify that the optimum of f satisfies

k A Ld
r=(A({1l-— and z*) =min f(z) = ————.
( ( d+ 1)>1§k§d f@) * f@) dn(d +1)

More generally, it holds for any 0 < £ < d that

N2Lk
- I L 15
z:prrga)gkf(x) dn(k +1) >
. 2 2 2 . n
Since |20 — %2 = 25 Lot b2 = ey < 252 letting A = /3A/d, we have {f;}1, €

A
Fro-

(Step 2.) Same as Step 2 of Example 1 of the strongly-convex case, we consider {C;}F_; to be
independent random sparsification operators.
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(Step 3.) Following the same argument as step 3 of example 1 of the strongly-convex case, we have
that for any ¢ > (1 + w) ™1, it holds with probability at least 1 — e~ that prog(#!) < et/(1 + w).

(Step 4.) Thus, combining (I3), we have

. AL 4 e
E[f(2")] - min f(z) (1 —e )4n(d+1_1+et/(1+w)>

B _1.3LA d et/(1+w)
=0 <d 1 1+et/(1+w))

Letting d = 1 + et/(1 + w), we further have

31— e HLA ) ):Q((Hw)?m)

11+ 2et(l1 4+ w)~ nt?

E[f(3")) ~ min f(2) > g

W)™
Therefore, to ensure E[f(2*)] — min, f(x) < ¢, the above inequality implies the lower bound to be
T = Q((1 +w)(LA/(ne))?).

Example 2. Considering f; = f to be homogeneous and C; = I to be a loss-less compressor for
all 1 < ¢ < n. The problem reduces to the single-node convex optimization. The lower bound

Q(+/LA/e) is well-known in literature, see, e.g., [43] 144].
Example 3. In this example, we prove the lower bound Q(w In (LA /¢)).

(Step 1.) We consider f; = --- = f,_1 = L|z|?/2 and f, = L||z||*/2 + nA(14, ) where
14 € R% s the vector with all enries being 1 and A € R is to be determined. By definition, {f;}7,
are p-strongly-convex and L-smooth and the solution x* = f%]ld. Letting A = Lv/A/\/n, we have
[|#* — 2°||* = A. Thus, the construction ensures { fi}7_, € F¢',.

(Step 2.) Same as in Example 1, we consider {C;}?_; to be independent random sparsification
operators.

(Step 3.) By the construction of { f;}}_,, we observe that the optimization process relies solely on
transmitting the information of 1, from worker n to the server. Let E* denote the set of entries at
which the server has received a non-zero value from worker n in the first £ communication rounds.
Note that for each entry, due to the construction of {C;}7_;, the server has a probability of at least
(w/(1+ w))! of not receiving a non-zero value at that entry from worker n. Consequently, |(E*)¢| is
lower bounded by the sum of n independent Bernoulli(w!/(1 + w)?) random variables. Therefore,
we have E[|(E")¢|] > dw'/(1 + w)*.

(Step 4.) Given |E"|, due to the linear-spanning property, we have &' € span{e; : j € E'} where ¢;
is the j-th canonical vector. As a result, we have

E[f(#)] ~ min f(z)

i i fa) = PAEIED S LA o
2E[ mwin o f@)]-minfe) = Sm=m0 > 5 EY (16)

Therefore, to ensure E[f(2!)] — min, f(z) < ¢, (I6) implies the lower bound T, = Q(w In(LA /e)).

With the three lower bounds achieved in Examples 1, 2, and 3, we have

—Q(\/m 1+ )\/m—l-wln(LA/e))
-Q \/E+w\/>+wlnLA/e)

which is the result for the generally-convex case in Theorem 2}
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D Proof of Theorem

D.1 Strongly-convex case

We first present several important lemmas, followed by the definition of a Lyapunov function with
delicately chosen coefficients for each term. Finally, we prove Theorem [3] by utilizing these lemmas.
Throughout the convergence analysis, we use the following notations:

Wk :f(wk)if*v yk:f(yk)if’: Zk:||zk7x*”2a

1 n
HE == lInE = VA@IIP 6" =" = VI,
i=1

Gh =2 IVAh) ~ VEEIE, 0= S IVAGY - Vi)
=1 =1

We use Ey, or E indicate the expectation with respect to the randomness in the k-th iteration or all
histortical randomness, respectively.

Lemma 5. If0 < 8 < 1, it holds for ¥V k > 0 that,

2 2 1-— -
zZh+l §2%<gk7$* _ xk> n V802 <gk’wk _ $k> + VB 01, — 02) <gk,yk _ $k>
01k 01k
+B2F + (1= B)la* — 2| + 2 lg" 1 (17)
Proof. Following the update rules in Algorithm[I]} we have
2
|82 4 (1 - Bk — o 4 (k)
Nk
=[B(" —a*) + (1 = B)(=® — =) + 7illg" |
+ (29kg", B2" 4+ (1 — B)a® — ). (18)
Since zF = 917kz’“ + Oow® + (1 — 011 — 62)y*, we have
. 0 1—01,—06
B+ (1= p)ak —a* =(aF — %) + 562 (% — wh) + B0 =01 = 02) (z —4*). (19

m 01 k
Plugging (19) into (T8), using

18(F = 2*) + (1 = B)(a* — 2")|* < Bl — 2*|* + (1 = B)|a* — 2*|]%,
we obtain (T7). O

Lemma 6. Under Assumption if parameters satisfy 01 ,, 02,1 — 01, — 02 € (0,1), ni, € (0, i]
291,1@

— Nk — 1 — — / 1
V& = 25y s and f=1—~yu = ST then we have for any iteration k > 0 that

2 2 0 2 1—-0,,—0 5
%BE;CDJ’““]—HE;C[Z’““] < Vi 2k Y O( 1k 2>y’“+ﬂZ”“+ Wkﬁﬁkgk

01k 01,k 01k 401 i,
B2 i VB =01k —02) 4
- - : . 2
o D 0

Proof. By Assumption [I]and update rules in Algorithm[I} we have
L
PO <) + (VD) 5 =) & Syt -t
L
=f(a*) = (VI ("), meg®) + Snille™?

2
=f(2*) — m(Vf(2*) - g*, ") + (Lg’“ —~ 77k> 9" |12 Q1)
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By L-smoothness and y-strongly convexity, we have for Vu € R? that
F(w) = fab) + (VF ") u— o) + Sllu— ¥,
and that
filw) = fild®) +(V fi(a"),u — 2¥) + illvﬁ(U) = Vfila")|?,
thus we obtain for Vu € RY,

f(@®) <flu) = (Vf(a"),u—a")
- max{g‘llu —zF||?, ﬁ D IV fi(u) — Vﬁ(z’“)llg} : (22)

i=1

Applying Young’s inequality to (Z1)) and using 7, < 1 / (2L), we reach
FO) <f@h) + 568 = T - L) g2

<ft) + ”—;gk - Zug I 23)

Adding (T7) in Lemmato (27” + 29,(1 — ) X 23) + 2y, x 22) (Where u = 2*) + 27’“562 x22)

(where u = wk) + W x([22) (where u = y*) and using the unbiasedness of g*, we
obtain ’
2

9 Ek[yk+1] +Ek[zk+1]
1,k

<62%+ (1= 5 = i)l =P+ (2 = BEL Y mallgt 2+ e (32 4 ut1- )

0 1—61,—06 2,36 2 1—61,—6
B 2gh _ B — O 2)g5 n 502,k n YB( 1,k 2)));c
Lok Loy i, 011 01k
k(1 — B
o1 - BE ] - B D g
On top of that, by applying our choice of the parameters, it can be easily verified that 1 — 5 — uy, = 0,
Vi — "2’“97’“5 =0,1— 8 < 55—, which leads to 20). O

Lemma 7 ([33]], Lemma 3, 4, 5). Under Assumptions|[I} 2} and[3] the iterates of Algorithm[I]satisfy
the following inequalities:

EW*] =(1 — p)EW*] + pE[V"], (24)
E[G*] S%J]E[Qﬁ + Q%E[”H’“], (25)
E[HE] < (1 — g) E[H*] + 2p <1 + 25) (E[G] + E[G)]). (26)

Now we define a Lyapunov function W* for k& > 1 as

26% 1ﬂyk+zk+ 10me—1w(1 4+ w)ye— 15

F = Ao WE
1k—1 01, k-1

, VE =1, 27)

where A\, = p%"‘fk (01 +62—p+ \/(p — 01,5 — 62)% + 4pbs). Furthermore, it is straightforward

to verify that
27,802 <A< 27 8(01,k +92)
o1k P01k

Now we restate the convergence result in the strongly-convex case in Theorem 3]and prove it using
Lemmal6] [7]and the Lyapunov function.
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Theorem 4. If v > 0 and parameters satisfy n, = n = nby/(120wl), 61 = 01 = 1/(3v/k),
a=p=1/1+w), v =7v=n/(201 +np), B =201/(261 +nu), and 6> = 1/(3\/n + 3n/w),
then the number of communication rounds performed by ADIANA to find an e-accurate solution such
that E[f(2)] — min, f(z) < eis at most O((w + (1 + w/+v/n)v/k) In(LA/¢)).

Proof. In the strongly-convex case, parameters {7 }x>1 and {01 }x>1 are constants, then so
is Ag. Thus, we simply write £ Ve, 01 £ 01 %, and A £ )\, forall & > 1. Considering

@O+ A@D+ 55 @)+ G @), we have

E[UFH1] < (270592 +(1- p)A) WE + <2w(1 — 6 =) +p/\> V*+pzk
1

61
1 10wl +w)yB,,,  [(1B02  1259Bnw)
+ (1 4(]. + w)) 0171 " L@l 27191 gw
~(BA =01 —62)  60nwyBY Ly

By the definition of A\, we have

2vB0 2p0
?2+<1—p)A=A<l—p+ e )
1

V(=01 —02)2 +4phy + 01 + 05 —p
2p92

20 + 40162
2 V/(p—01—02)2+4p0s—01+02+p

p o1
A 1-p+ - ><1>A,@%
( 1 + (p+91+02)i91+92+p p + 91 + 92
and

2v8(1 -6, -0 2 1
S 2)+px=gf[1—91—02+2(91+92—p+¢(p—01—92)2+4p92)}

=A|1-p+

28, 20,
601 p+ 01+ 02+ +/(p— 01 — 02)2 + dph

poy 296
<l/l1l-—| —. 30
B < p+6; +92) 01 (30)

From the choice of 7, it is easy to verify that

L91 2’/L91 TL91

and further noting 1 — 61 — 05 > 05,
1B =01 —02)  60nwyB
Lo, nb =

Plugging (29), (30D, (31), and (32) into (28), we obtain

E[\I/kJrl]g(l—min{ ph e L })xyk
p+91+92 291+T}M 4(1+w)

1
<|1- or
- < p+61+6> + 291;;77# +4(1—|—w)>

pb1

VB2 SyBnw  60nwyp >0, 31)

(32)

1-— ! vk vk >0, (33)

250 (w+ (1+ %) V&)

IN
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where U0 := A0 4 %)}0 + 204 10"‘”(911%)75%0. Note that since we use initialization 3° =
20 =w® =AY = K0 V1 < i < n, we have W = )0 < (LA)/2, 2° < A, H® < L2A, which
indicates that
L
0 < 5'(Aw+)\y+>\z+)\H)A7

where Ay = A\ > 228% \, = 28 ), — %, g = 20mw(4w)yBL Thece coefficients have the

01p 1 O1n
following inequalities:
dn(02 +p) nbdz(02 + p) nb2(02 + p)k
Aw + Ay > = >
p(201 + )2  30wLp(2/3v/k + nby/120wk)? 15wLp
L T
=135L = 27077
and
3 K (14 w)nx _ 40n%w(l +w)L
—(A Ay) > > > = \gy.
AW HA) 2 T 2 T 0wl 2 (261 + np)2n H

Consequently, the initial value of the Lyapunov function can be bounded as
U0 < 136L(A\w + A\y)A,
which together with (33)) further implies that

min{E[f(w")] E[f(y")]} — f*

com{ L L (1 1 e
N Aw Ay 250(w+(1+ﬁ)\/§)
T
1
=LA 1250(w+<1+;ﬁ) VF)

Thus, O ((w + (1 + %) \/E) In (LT)) iterations are sufficient to guarantee an e-solution. [

D.2 Generally-convex case

In this subsection, we restate the convergence result in the generally-convex case as in Theorem 3]
and prove it using Lemma(6} [7]and the Lyapunov function defined in (27).

Theorem 5. If i = 0 and parameters satisfy « = 1/(1+w), 8 =1, p = 03 = 1/(3(1 + w)),
010 =9/(k+27(1 + w)), & = nk/(2601,), and
) E+1427(1+w) 3n 1
Tk = Mmin ) sor (0
91+ w)2(1+27(1 +w))L’ 200w(l +w)L’ 2L
then the number of communication rounds performed by ADIANA to find an e-accurate solution such
that E[f (Z)] — min, f(z) < eis provided by O((1 + w//n)\/LA /e + (1 + w){/LA/e) .

Proof. Considering (20) + A\, (24) + 51516 I 25) + 10nkwn(911+ v )3:5 [@6) and applying the choice of 0,
p and «, we have 1 ,

Ek[q,kJrl]
27,50 2 1—601,—0
< ( V802 +a —p))\k) W 4+ ( YB( 1,5 — 02) +p)\k> Vh 4 gzh
01k 01
w1t 10nxw(1 +w)7k5Hk [ kBY2  BwykBnr  100mpwyiS Gk
4(1 + w) nﬁl,k Lal,k 2n917k 9n917]§ v
Bl =01 —02) 1000w yRS\ Lk
- : - . 34
< L917k 9n917k gy ( )
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Similar to the proof of Theorem[4] we can simplify (34) by validating

2"/k602 pel,k el,k

+ (1 o )/\k ( - P+91,k+92) Ak < ( 3 ) Ak
2"/k5(1 01,.—02) P01,k 2718 01,1\ 278

01,k trAe < (1 ;D+91k+92) 01,k S(l 3 ) 01 7
YBO2 _ SwykBnk _ 100ngwykB >0,
L6 2n6y i Inby k
YB(1=01k—02) 1007wy B >0,

L01 k 9’!“91 Jk

and then obtain

Ek[\I/kH] < <1 913k) AW & ( 91,k) 2%))’“-1-216

3 01k
1 10mw (L + W)Yk 1
1-— "
+ ( 4(1 + w)) 01,51 H (35)

For Vk > 1, we have 6, j, < 61 ;1 and thus

91,k: _ 2
< 3 )’\’“_<1 k+271+w 2pe 91’”V911k+4p92>

3
<[l1- v/ 4
_< k+27(1+w)29%k elk 1+ elkr 1+ p02
k+27(1
:<1 3 )( +27(1 +w) UV

k427114 w) ) \k—14+27T01+w) ) me_s

Further noting ng—fl <1+ m, we obtain

(=% )< (1 rmtrran) (- ) (1 ) o

<A1 (36)

Similarly,

1-—

Or 20k
3 01.x

—<1— 3 )( k42701 +w) )2 M 271
k—|—27(1+w) k—1 +27(1+w) Ni—1 917k71

—2
T S S T 21
k+27(1 +w) k4271 +w) k4+2714+w)) 61,51
§2%71 37)

and

10nw(1 + w)yeB
414 w) noi

( ) ( k4271 +w) )2 ( Nk )2 10ng—1w(1 + w)yk—18
4(1+w) E—1427(1+w) Nh—1 nby p—1

3
k+27(1+w)) (1 + k+27(1+w)) 10mk—1w(l 4+ w)yK—18

IN

(1 B 1 )2 nfy 1
27 (14w

<107k 10(1 4+ w)ye— 15 (38)
01, k-1
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Combining (33),(36).(37), and (38)), we have for V k& > 1 that
By [TFH] < OF, (39)
By applying withk=T—-1,T—2,---,1and with k = 0, we obtain

E[w’] < <1 - 9“’) 20010+ 2) 0 (1 - 91’”) 290 30 4 20

3 p9170 7 HI,O
1 10mow(1 +w)v0 4,0
1—
+ < 4(1 +W)> 91,071 H
2 1 3 1 3
<EWO0 4 04 20 C<(14+=+414+—=)A<3A.
_LW+Ly+ +40L2’H_<+2+ +40> <3
Note that
27— 2vr_1 860 2y _ _
U s W g 2Ty 2By DB yr M gy gy
0171 01,7—1p 01,71 01 71
thus
max{E[f(w")],E[f(y")]} — f*
92
< 1,T—1E[\IJT]
nr-1
243A 9(1+ w)2(1 +27(14+w))L 200w(l + w)L
< - max , ,2L
(T-1+2711+w))? T+27(1 +w) 3n

(W) LA (14 w?)LA
o(FrEt e ),

thus it suffices to achieve an e-solution with O ((1 + ﬁ) LA (14 w)§/ %) iterations. [

E Correction on CANITA [34]

We observe that when w >> n, the original convergence rate of CANITA [34] contradicts the lower
bounds presented in our Theorem 2] This discrepancy may stem from errors in the derivation of
equations (35) and (36) in [34], or from the omission of certain conditions such as w = Q(n). To
address this issue, we provide a corrected proof and the corresponding convergence rate. Here
we modify the choice of 8y in ([34], Theorem 2) to 9(1 + b + w)?/(2(1 + b)), while keeping all
other choices consistent with the original proof, i.e., b = min{w, \/w(1 + w)?/n}, p: =1/(1 +b),
ar=1/(1+w), 0, =3(1+b)/(t+9(1+b+w)), B =48w(l+w)(1+b+2(1+w))/(n(1+b)?)
and

fort =0,

1
n = {L(Bo+3/2)’
t = . 1 1

mln{(l + t+9(1+b+w)) Ni—1, L(ﬁ+3/2)} , fort>1.

By definition we have

_min{T+1+9(1+b+w) 1 }
= 1190 +b+w) ™ TLE73/2)
B .{T+1+9(1+b+w) 1 1 }
T T I 190+ b+ w) L(Bo+3/2) L(B +3/2)
. [T +9(1+b+w))(1+Db) 1
zmm{ GOL(L 1 b1 w)? ’L(ﬂ+3/2)} “0)
Plugging (@0) and ([34],34) into ([34],33), we obtain
E[FTH] —0( (1+b+w)3LA (1+b)(ﬁ+3/2)LA>
T 9T+ b+ W)  (THII+b+w))?
b+ w)3LA b LA
:O<(1+ JTrgw) G )(6;;3/2) ) @1
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Using b = min{w, \/w(1 + w)?/n}, we have
(1+b+w)? =0 ((1+w)?),

and

(1+b)(8+3/2) =6 <(1 )+ w(l +:()1(r;)b+w))

UJ3/2 OJ2

thus can be simplified as

T3 T2
Consequently, for e < LA/2 (i.e., a precision that the initial point does not satisfy), the communica-

tion rounds to achieve precision e is given by O (w v Q%A + (1 + Zf;i + %) . \%A).

E[FT+] = 0 <(1 +w) LA N (1 + w32 /nl/? +w2/n)LA) .

F Experimental details and additional results

This section provides more details of the experiments listed in Sec.[6] as well as a few new experiments
to validate our theories.

F.1 Experimental details

This section offers a comprehensive and detailed description of the experiments listed in Sec. [6]
including problem formulation, data generation, cost calculation, and algorithm implementation.

Least squares. The local objective function of node i is defined as f;(z) := 1| A;z — b;||%, where

A; e RMxd p e RM Wesetd = 20, M = 25, and the number of nodes n = 400. To generate A;’s,
we first randomly generate a Gaussian matrix G € R *4; we then apply the SVD decomposition
G = UXV'T and replace the singular values in ¥ by an arithmetic sequence starting from 1 and
ending at 100 to get % and the resulted data matrix G = UXV " ; we finally allocate the submatrix of
G composed of the ((i — 1)M + 1)-th row to the (iM)-th row to be A; forall 1 < i < n.

Logistic regression. The local objective function of node i is defined as f;(z) := 55 2%21 In(1+
exp(—bi,majm:c), where number of nodes n = 400, a; ,,, stands for the feature of the m-th datapoint
in the node i’s dataset, and b; ,,, stands for the corresponding label. In a9a dataset, node ¢ owns the
(81(¢ — 1) + 1)-th to the (817)-th datapoint with feature dimension d = 123. In w8a dataset, node i
owns the (120(¢ — 1) + 1)-th to the (120:)-th datapoint with feature dimension d = 300.

Constructed problem. The local objective function of node 4 is defined as

filz) = %HxHQ + %([m]? + Zlgrgd/271([x]2r — [#]2r41)* + [3?]?1 —2[x]1), ifi<n/2,
' %Hx”2 + %(21@5(1/2(@]%71 — [z]2r)?), ifi>n/2,

where [z]; denotes the I-th entry of vector x € R%. We set u = 1, L = 10, d = 20 and number of
nodes n = 400.

Compressors. We apply various compressors to the algorithms with communication compression
through our experiments. In the constructed quadratic problem, we consider ADIANA algorithm with
random-s compressors (see Example[I]in Appendix [A) in six different settings, i.e., three choices of
s (s =1,2,4), with two different (shared or independent) randomness settings. In the least squares
and logistic regression problems, we apply the independent random-|d/20| compressor to ADIANA,
CANITA and DIANA algorithm. In particular, we use the unscaled version of the independent
random- | d/20] compressor for EF21 to guarantee convergence, where the values of selected entries
are transmitted directly to the server without being scaled by d/s times. In Appendix we further

apply independent natural compression [20] and random quantization 3] with s = [\/(ﬂ in the
above algorithms.
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Figure 3: Convergence results of various distributed algorithms on a synthetic least squares problem (left),
logistic regression problems with dataset a9a (middle) and w8a (right). The y-axis represents f(Z) — f* and the
z-axis indicates the total communicated bits sent by per worker. All compressors used are independent natural
compression.

Total communicated bits. For non-compression algorithms and algorithms with a fixed-length
compressor, such as random-s and natural compression, the total communication bits can be calculated
using the following formula: fotal communication bits = number of iterations X communication
rounds per iteration X communicated bits per round. Among the algorithms we compare, ADIANA
and CANITA communicate twice per iteration, while the other algorithms communicate only once.
The communicated bits per round for non-compression algorithms amount to 64d for d float64
entries. In the case of the random-s compressor, the communicated bits per communication are
calculated as 64s + [log, (‘Si)] Similarly, for natural compression, the communicated bits per
round are fixed at 12d, with 1 sign bit and 11 exponential bits allocated for each entry. In the case
of adaptive-length random quantization, the communication cost is evaluated using Elias integer
encoding [[L6]. This cost is then averaged among n nodes, providing a more representative estimate.

Algorithm implementation. We implement ADIANA, CANITA, DIANA, EF21 algorithms fol-
lowing the formulation in Algorithmﬂ], [341], [27]], and [50], respectively. We implement Nesterov’s
accelerated algorithm with the following recursions:

yk = (1 — Gt):z:k -+ 0,52]“,
M =y — eV ("),
SRl — ok + Gik(xk+1 _ l‘k)

The value of « in ADIANA, CANITA and DIANA are all set to 1/(1 + w), and we set v, 8 of
ADIANA as in Theorem 3] Other parameters are all selected through running Bayesian Optimization
[46]) for the first 20% iterations with 5 initial points and 20 trials. The exact value of the selected
parameters are listed in Appendix [F.3] Each curve (except for Nesterov’s accelerated algorithm which
does not involve randomness) is averaged through 20 trials, with the range of standard deviation
depicted.

Computational resource. All experiments are run on an NVIDIA A100 server. Each trial consumes
up to 10 minutes of running time.

F.2 Additional experiments

Addtional compressors. In addition to the experiments in Sec. [6] we consider applying different
compressors in the algorithms with communication compression. Fig. [3]and Fig. ff] show results of
using natural compression and random quantization, respectively. These results are consistent with
the results in Sec.

CIFAR-10 dataset. We also consider binominal logistic regression with CIFAR-10 dataset, where
labels of each datum are categorized by whether they equal to 3, i.e., the corresponding figures
belong to the cat category. The full training set with 50000 images, are devided equally to n = 250
nodes. The compressor choices follow the same strategies as in Appendix where dimension
d = 3072. Fig. |5 compares convergence results between Nesterov method and ADIANA with
different compressors. It can be observed that ADIANA equipped with more aggressive compressors,
i.e., those with bigger w, benefits more from the compression, which is consistent with our theoretical
results.
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Figure 4: Convergence results of various distributed algorithms on a synthetic least squares problem (left),
logistic regression problems with dataset a9a (middle) and w8a (right). The y-axis represents f(Z) — f* and the
z-axis indicates the total communicated bits sent by per worker. All compressors used are independent random
quantization.
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Figure 5: Experimental results of logistic regression problem on the CIFAR-10 dataset. The objective function
is constructed by relabeling the 10 classes into 2 classes, namely cat (corresponding to the original cat class)
and non-cat (corresponding to the rest classes). ADIANA w. R.S./R.Q./N.C. represents ADIANA algorithm

with random-|d/20| compressor / random quantization compressor with s = [v/d] / natural compression
compressor, where d = 3072 is the dimension of gradient vectors as well as the number of features in CIFAR-10
dataset. The experiments are conducted under the same setting as in the "Algorithm implementation" part in
Appendix[F1]

F.3 Parameter values

In this subsection, we list all the parameter values that are selected by applying Bayesian Optimization.
Table 2] 3] [l B] [6]list the parameters chosen in the least squares problem, logistic regression using
a9a dataset, logistic regression using w8a dataset, the constructed problem, and logistic regression
using CIFAR-10 dataset, respectively.
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Table 2: Parameters for algorithms in the least squares problem. Notation R.S. stands for independent
random sparsification, N.C. stands for independent natural compression, R.Q. stands for independent random
quantization.

Algorithm Parameters

Nesterov n=30x10"2,0=14x10"2.
ADIANARS. 7 =48x1072,0, =22x1072,0, =76 x 1072, p=4.1 x 1072,
ADIANAN.C. 1n=39x10"2,60;,=10x1072,0,=29x10"1, p=9.9 x 1071,
ADIANAR.Q. 7=65x1072,0;, =14x1072,0, =2.7x 1071, p=5.5x 1071,

DIANAR.S. v="T7.9x10"2
DIANA N.C. v =T74x1072
DIANA R.Q. v =17.6x10"2
EF21 R.S. v =6.2x10"2.
EF21 N.C. v =6.8x 1072
EF21 R.Q. v="T74x10"2

Table 3: Parameters for algorithms in the logistic regression problem with a9a dataset. Notation & stands for
the index of iteration. Other notations are as in Table 2]

Algorithm Parameters
Nesterov n=94x10"10=1.7x10""1
ADIANARS. 7=2.1,0; = ;23518 0, =21 %107, p=7.7x 10",
ADIANAN.C. n=21,6,= 62 =8.0x 1073, p=8.0x 1071
ADIANA R.Q. n=220 = % 0y =15x10"1, p=85x10"1.

CANITARS. 5= min{AF21x10" | 4} = 20x10__ 78, 10~

1.0
k+4.3°

2.1x102 k+2.3x102°
CANITA N.C. n=120= 555, p =52 x 107",
CANITA R.Q. n=20,0= 205, p=72x10"".
DIANA N.C. v = 2.6.
DIANAR.S. v=09.4x10""
DIANA R.Q. v=4.7x10""
EF21 R.S. v =1.3.
EF21 N.C. v =1.6.
EF21 R.Q. v =2.1.
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Table 4: Parameters for algorithms in logistic regression with w8a dataset. Notations are as in Table

Algorithm Parameters
Nesterov n=15x10,0=9.4x 1071,
ADIANARS. 7= min{k41x10% 151 ¢, — m,egfmx 1072, p=3.6 x 107L.
ADIANA N.C. n=15x10',6, = m, 0y =6.7x 107, p =83 x 1071
ADIANA R.Q. n=15x10%6, = m, O =4.2x1071, p=9.9x10"%
CANITA R S. 7= min{ 20 7.7} 9 = LLAG 5= 43 %107,
CANITA N.C. n = min{ B0 1 1 %101}, 0 = =24 o, p = 4.9 x 10
CANITA R.Q. n= mm{%, 1.5 % 10"}, 0 = o5%=ggr- p = 4.6 X 1071,
DIANA R.S. v =1.5x 10"
DIANA N.C. ~v=1.6 x 10"
DIANA R.Q. v =1.5x 10"
EF21 R.S. v =2.0x 10"
EF21 N.C. v =1.5x 10"
EF21 R.Q. ~v = 1.5 x 10%.

Table 5: Parameters for algorithms in the constructed problem. Notation i.d.rand-s denotes independent
random-s compressor, s.d.rand-s denotes random-s compressor with shared randomness.

Algorithm Parameters

Nesterov n=14x10"1,0=12x 1074
ADIANAidrand-1 7=15x10"%0; =1.8x1071,0;, =13 x 107!, p=1.5x 10"1
ADIANA idrand-2 n=15x10"%0; =1.5x 10740, =5.0x 1072, p=1.9 x 1071,
ADIANAidrand-4 7 =13x10"%0; =9.2x1072,0, =5.0x 1072, p =23 x 10~L.
ADIANA s.drand-1 7 =14x107560;, =2.0x1072,0, =1.6 x 107!, p = 2.7 x 1072
ADIANA s.drand2 7 =96x107%60;, =7.0x1072,0, =43 x 107, p=1.8 x 107 1.
ADIANA s.drand-4 7 =1.6x10750; =6.0x 1072,0, =21 x 107!, p=1.6 x 10~ L.

Table 6: Parameters for algorithms in logistic regression with CIFAR-10 dataset. Notations are as in Table[d]

Algorithm Parameters

Nesterov n=11x10"160=15x10"1
ADIANARS. 7=14x10"",6; = 17553752, 02 = 9.0 x 1072, p = 4.3 x 107",

ADIANAN.C. n=14x10"16, = 1-21;00’2 0 =7.0x10"1, p=285x10"".
ADIANA R.Q. n=12x10%6, = Ay =8.0x10"1, p=6.0x10"1.

k+59 ’

30



	Random sparsification
	Proof of Proposition 1
	Proof of Theorem 2
	Strongly-convex case
	Generally-convex case

	Proof of Theorem 3
	Strongly-convex case
	Generally-convex case

	Correction on CANITA li2021canita
	Experimental details and additional results
	Experimental details
	Additional experiments
	Parameter values


