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Abstract

Large language models (LLMs) often generate natural language1

rationales—free-form explanations that help improve performance on com-2

plex reasoning tasks and enhance interpretability for human users. How-3

ever, evaluating these rationales remains challenging. While recent work4

has relied on binary preference judgments from humans or LLM judges,5

such evaluations are often opaque and coarse-grained, offering limited6

insight into what makes one rationale better than another. In this work,7

we rethink preference evaluation for LLM-generated rationales by asking:8

(1) What attributes define good rationales? (2) Can human preferences be9

explained by these attributes? (3) Can attribute-based evaluation overcome10

the limitations of binary comparisons? We identify a set of key rationale11

attributes from prior literature and assess them using automatic metrics,12

LLM judgments, and human annotations. We then analyze two standard13

human preference datasets MT Bench and Chatbot Arena using SHAP to14

identify which attributes best explain human preference outcomes. Finally,15

we re-evaluate model-generated rationales using attribute-specific ELO16

scores, revealing more nuanced model comparisons and insights. Our find-17

ings suggest that fine-grained attribute evaluations can better characterize18

rationale quality and guide future research toward more interpretable and19

reliable evaluation practices.20

1 Introduction21

Recent advances in large language models (LLMs) have enabled them to solve complex22

tasks, including logical and mathematical questions that require multi-step reasoning (Ope-23

nAI, 2024; Guo et al., 2025). Prior work has shown that LLM-generated free-form textual24

rationales can improve model performance on such reasoning-intensive tasks (Wei et al.,25

2022; Yao et al., 2023). For instance, chain-of-thought prompting has demonstrated en-26

hanced LLM accuracy across various benchmarks (Wei et al., 2022; OpenAI, 2024). Beyond27

performance, rationales offer an interpretable window into the model’s reasoning process,28

helping human users better understand how conclusions are reached.29

Despite their utility, free-form rationales remain challenging to evaluate. Several studies30

have attempted to characterize the desirable qualities of rationales, identifying attributes31

such as consistency, faithfulness, clarity, and length (Golovneva et al., 2023; Chen et al.,32

2023; Joshi et al., 2023; Prasad et al., 2023; Ramnath et al., 2024). Recently, preference33

evaluations—in which human annotators or models compare two free-form responses34

and select the preferred one—have become the predominant approach for evaluating free-35

form responses, including rationales (Zheng et al., 2023). While preference evaluation36

is straightforward and intuitive, it has key limitations: (1) Human preferences can be37

ambiguous and difficult to interpret, raising the question of whether they truly reflect38

rationale quality; (2) The commonly used binary (win/loss) preference format obscures39

finer-grained insights into what makes one rationale better than another.40

In this paper, we rethink the practice of human preference evaluation for LLM-generated41

rationales. Specifically, we explore the following research questions: Q1: What are the key42

attributes of a good rationale? Q2: Can human preferences over rationales be explained43

by these attributes, and if so, which attributes are most predictive? Q3: Can we use these44

attributes to offer more informative evaluations than existing binary preference evaluations?45

To address Q1, we conduct a survey of recent literature on rationale evaluation and synthe-46

size a set of core attributes that define high-quality rationales. These include diversity, faith-47

fulness, hallucination, repetition, informativeness, perplexity, plausibility, self-consistency,48
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and source consistency. We then operationalize these attributes using three evaluation49

methods: (1) existing automated metrics (Golovneva et al., 2023), (2) LLM judges with both50

open- and closed-source LLMs, and (3) human annotations.51

For Q2, we analyze whether these attributes explain human preferences by applying SHAP52

(SHapley Additive exPlanations) analysis (Lundberg & Lee, 2017; Lundberg et al., 2020) to a53

LightGBM (Meng et al., 2016; Ke et al., 2017) model trained to predict human preference54

using the rationale attributes as input features. While a previous paper conducts a similar55

analysis, it relies on one single model GPT4 for its analysis (Hu et al., 2023). We use two56

widely-used human preference datasets MT-Bench and Chatbot Arena (Zheng et al., 2023),57

and treat their human annotations as the gold standard for this analysis.58

To investigate Q3, we use these fine-grained attribute scores to re-evaluate LLM-generated59

rationales in the same two datasets. We compute ELO ratings per attribute and compare60

them against conventional ELO scores based on binary preference judgments, uncovering61

how fine-grained evaluations shift model rankings and offer more detailed insights.62

Our study yields several key findings: first, there are a few common attributes that are most63

predictive of human preference across datasets and LLM judges: Correctness, Plausibility,64

and Completeness. Second, our re-evaluations with finegrained attributes reveal that while65

per-attribute ratings generally align with the generic ELO ratings based on binary human66

preference, they also uncover novel findings about models’ strengths and weaknesses.67

We find that although GPT-4, GPT-3.5-turbo, and Claude-v1 emerge as victors, Claude-v168

struggles to avoid repetition and GPT-4 has lower arithmetic accuracy and self-consistency69

than GPT-3.5-turbo.70

Based on our results, we offer practical recommendations for future work on rationale71

evaluation: First, researchers should move beyond binary preference evaluations and adopt72

fine-grained, attribute-level assessments to gain a more nuanced understanding of LLM-73

generated rationales. Second, fine-grained evaluations can focus more on attributes that are74

more predictive of human preference, including Correctness, Plausibility, Completeness,75

followed by Informativeness and Conciseness. Third, while LLM judges can be a scalable76

solution for fine-grained rationale evaluation, they should be used with caution: different77

models can produce diverging results, and we recommend using multiple LLM judges and78

report their outputs transparently to mitigate biases.79

2 Related Work80

Human preference evaluation Human preference data have been found helpful for align-81

ing LLMs to human values (Christiano et al., 2023; 2017; Ouyang et al., 2022; Rafailov et al.,82

2023). In addition to fine-tuning LLMs with human preference data, it has also been used for83

evaluating LLMs. For example, Chatbot Arena—a platform for evaluating LLMs based on84

human preferences— releases human preference annotations on questions from benchmarks85

and on user queries in the wild (Bai et al., 2024; Zheng et al., 2023).86

Rationale evaluation Multiple works have explored the evaluation of natural language87

free-text rationales. Works such as Joshi et al. (2023) have investigated the utility of such88

rationales to humans, emphasizing the gap between preference and utility and necessitating89

measures for rationale quality outside of human preference. We derive our overall attribute90

definitions from Golovneva et al. (2023); Ramnath et al. (2024); Chen et al. (2023); Wiegreffe91

et al. (2022); Rajani et al. (2019); Atanasova et al. (2023); Prasad et al. (2023); Hase et al. (2020);92

Wang et al. (2023). Wiegreffe et al. (2022) evaluates free-text explanations from GPT-3 on93

attributes such as ”providing new information”, factuality, and grammaticality. Chen et al.94

(2023) proposes a metric to grade rationales on novelty of information as well. Ramnath95

et al. (2024) evaluates rationales on the properties of plausibility, diversity, and consistency,96

highlighting their usefulness to humans. Fewer works have explored evaluation of step-97

by-step reasoning, or chain-of-thought explanations. Golovneva et al. (2023) provides98

a set of metrics specifically for evaluating step-by-step rationales, i.e., chain-of-thought99

explanations; hence we use ROSCOE for our automated metrics.100
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3 Methods101

To define a ”good” model-generated rationale and move beyond binary ”chosen” and102

”rejected” preference labels, we identify a set of 12 key attributes from prior work on103

rationale evaluation. In this section, we first define each of these attributes. Then, we104

describe three approaches to measure these attributes.105

3.1 Attributes106

We evaluate LLM-generated rationales using a set of 12 fine-grained attributes (Table 1)107

which capture key aspects of rationale quality as identified in recent literature (Section 2).

Attribute Definition

Faithfulness Is the rationale supported by the model’s actual computation or
the provided evidence?

Hallucination Does the rationale introduce information not present in the
source/context?

Repetition Does the rationale unnecessarily repeat points or phrases?
Informativeness Does the rationale add meaningful, relevant details?
Plausibility Does the rationale “sound right” or seem believable, regardless of

truth?
Self-Consistency The rationale does not contain steps that contradict each other; all

reasoning is logically aligned internally.
Source Consistency The rationale does not contradict the given context or information

in the problem statement.
Grammar Is the rationale well-written, clear, and free of grammatical mis-

takes?
Arithmetic Accuracy Are any calculations in the rationale correct?
Conciseness Is it as short as possible, without losing information? Especially if

length is a concern.
Completeness Does it explain all necessary steps/evidence?
Correctness Are all steps and answers objectively correct?

Table 1: Definitions of rationale quality attributes used in our analysis.

108

3.2 Attribute measurements109

We measure these attributes of rationales using three approaches: (1) automated heuristics;110

(2) LLM judges; and (3) human annotations.111

For automated scoring, we use ROSCOE metrics, which quantify aspects of rationale quality112

using interpretable heuristics and alignment scores. Table 2 in Appendix A.1 summarizes113

the specific ROSCOE metrics and their descriptions. While ROSCOE metrics provide a114

baseline for automated rationale scoring, we observe several limitations: their scores can115

be noisy, as they require step-by-step formats and are highly sensitive to rationale style. A116

detailed analysis of ROSCOE metric performance is in Appendix A.2.117

To address these issues, we instead focus on attribute scoring with LLM judges, which118

allow for greater flexibility. Unlike formulaic ROSCOE metrics, LLM judges can interpret119

a variety of formats much like human annotators. We prompt multiple LLMs to evaluate120

each attribute, including the closed-source GPT-4o and Gemini 2.5-Flash models (scoring121

on a 0–1 scale), as well as the open-source OLMo 32B model (OLMo et al. (2025))(scoring122

on a 0–10 scale, as OLMo produces more reliable and calibrated scores with integer-valued123

prompts). Using both closed- and open-source models helps mitigate concerns that closed124

models may have been trained on our evaluation data. Exact prompt templates for each125

model can be found in Appendix A.3.126

Lastly, for human annotations, the three co-first-authors annotate a randomly sampled set127

of rationales from the two human preference datasets on all the attributes. Human scores128

also range from 0 to 1. Human annotations results can be found in Appendix A.5.129
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Figure 1: Most influential attributes as identified by SHAP value analysis on Chatbot
Arena and MT Bench across LLM judges and human annotators. “Neg” indicates negative
influence on predicted preference.

(a) SHAP beeswarm plot (b) Mean absolute SHAP value plot

Figure 2: SHAP analysis of Gemini-2.5-Flash on Chatbot Arena. (a) Beeswarm plot shows
SHAP value distribution and direction per attribute. (b) Bar plot shows overall attribute
impact via mean absolute SHAP values.

4 Experiments130

To answer Q2 and Q3, we conduct two sets of experiments with the 12 fine-grained attributes131

on two human preference datasets: MT-Bench and Chatbot Arena (Zheng et al., 2023).132

Datasets. Chatbot Arena is a dataset of model responses and human preference anno-133

tations collected in a tournament-style setup (Chiang et al., 2024), where pairwise model134

responses are judged by humans. It also includes human preference annotations on MT-135

Bench, a benchmark for fine-LLM evaluation in multi-turn dialogues (Bai et al., 2024).136

Because Chatbot Arena consists of user queries in the wild where model responses might137

not be rationales, we filter with GPT-4o for mathematical and logical questions, resulting in138

1,367 questions with step-by-step or adjacent responses. For MT Bench, we retain general139

and mathematical reasoning questions, yielding a total 80 unique questions.140

Analysis of human preference. To address Q2 and assess the relative importance of141

fine-grained attributes in shaping human preferences, we employ SHAP analysis on predic-142

tions from a LightGBM model. We prefer SHAP over simple correlation analysis because143

it captures complex, nonlinear interactions among attributes and provides instance-level144

interpretability. For the predictive model, we choose LightGBM, a gradient-boosted decision145

tree, due to its efficiency, scalability to large datasets, and interpretable feature interactions.146

In this analysis, the attributes serve as input features (X), and human preference scores con-147

stitute the target variable (y). SHAP values offer insights into which attributes significantly148

enhance or diminish the likelihood of a rationale being preferred by human annotators.149

Re-evaluations of LLM rationales. Chatbot Arena along with other previous works (Bai150

et al., 2022) have used ELO rankings to rank models based on binary preference outcomes.151

We propose a more fine-grained metric: we compute attribute-specific ELO ratings. For152

each attribute (e.g., faithfulness, informativeness, etc.), we use its LLM judge score instead153

of the binary human preference label to determine the winning model. We then re-compute154

ELO rankings per attribute for each model, averaging the score of all three LLM judges.155

This enables us to evaluate models on each dimension of rationale quality.156
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(a) Chatbot Arena (b) MT Bench

Figure 3: Radar charts of model ELO rankings by attribute on Chatbot Arena (a) and MT
Bench (b). Lower rank (outer ring) indicates better performance.

4.1 Results157

Q2: Which attributes are most predictive of human preferences over rationales? From158

our feature importance analysis using SHAP values, we find that attributes Correctness,159

Plausibility, and Completeness are among the top predictors of human preference across160

models and datasets (Figure 1), suggesting that human annotators place particular emphasis161

on the factual accuracy, plausibility, and thoroughness of rationales when making their162

judgments. Detailed SHAP values for each setting are presented in Appendix A.5.163

Q3: Can fine-grained attributes offer more informative evaluations? We re-evaluate164

LLMs on the two preference datasets using fine-grained rationale attributes. We find165

that while attribute-specific ELO rankings generally align with overall human preference166

rankings, they reveal unique insights about models’ strengths and weaknesses. Across both167

Chatbot Arena and MT-Bench datasets, GPT-4, GPT-3.5-Turbo, and Claude-v1 consistently168

occupy the top three positions, although the order varies with dataset and attribute (Figure 3).169

Interestingly, Claude-v1 scores poorly on Repetition in both datasets and on MT-Bench, GPT-170

3.5-Turbo unexpectedly outperforms GPT-4 on certain attributes such as Self-Consistency171

and Arithmetic Accuracy.172

These examples suggest that while rankings based on generic human preferences coarsely173

identify overall strongest models, fine-grained attribute-based evaluations can facilitate com-174

parison of models’ strengths and weaknesses across multiple rationale quality dimensions,175

revealing subtle but meaningful differences between top-performing models. A detailed176

analysis of the ELO rankings for each attribute is presented in Appendix A.6.177

5 Limitations and Future work178

While LLM judges enable scalable evaluation, they can be unreliable — results are non-179

deterministic across runs and models sometimes make factual errors (e.g., GPT-4o misjudg-180

ing Correctness; one example shown in Appendix A.7). Future work should include more181

robust human evaluation and methods to improve LLM judge responses. To leverage the182

informative evaluations fine-grained attributes offer, a promising direction is to relabel pref-183

erence data with attribute-level annotations and use them to fine-tune models, potentially184

improving rationale quality by learning from both rejected and preferred rationales.185

6 Conclusion186

In this paper, we find that attribute-based evaluations not only align with and explain187

overall human judgments but also reveal nuanced model behaviors. We advocate for future188

evaluation and model development to focus on these interpretable, fine-grained features.189
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A Appendix301

A.1 ROSCOE Metrics302

ROSCOE Metric At-
tributes

Description

faithfulness Mean alignment from the hypothesis chain to the context
sentences; higher scores indicate better grounding by the
context.

faithfulness ww Mean alignment of the sentence and token embeddings
from the hypothesis chain to the context sentences and
tokens.

repetition word For each step, gets the maximum alignment score between
tokens in the current step and tokens in previous steps
(token-level repetition).

repetition step Maximum cosine similarity of each step to all previous
steps (sentence-level repetition).

informativeness step Mean alignment from the sentences in the context to all
steps in the chain and vice versa, averaged.

informativeness chain Cosine similarity between the overall hypothesis embed-
ding and the context embedding.

discourse representation Maximum predicted probability of contradiction (from NLI
model) between each step in the hypothesis and each sen-
tence in the context.

coherence step vs step Maximum probability of contradiction (from NLI model)
between each step and all previous steps in the chain.

perplexity step Perplexity of each step, averaged over the chain.
perplexity step max Maximum perplexity among all steps, where each step is

scored individually.
perplexity chain Perplexity of the entire chain taken as a continuous string.
grammar step Grammatical correctness of each step, as predicted by a

grammaticality classifier and averaged over the chain.
grammar step max Grammatical correctness of each step; minimum score

given to a step (most incorrect step’s score is used).

Table 2: Descriptions of automated ROSCOE metrics used for rationale attribute evaluation.
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A.2 ROSCOE Metrics Results303

A.2.1 Chatbot Arena304

Figure 4: Distribution of the difference between chosen and rejected scores by attribute.
Boxplots summarize the (chosen – rejected) difference for each attribute.
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Figure 5: Distribution of attribute values for chosen vs. rejected rationales. Each subplot
shows the density of scores for each attribute.

Figure 6: Mean absolute SHAP value plot for Chatbot Arena (ROSCOE). Shows the mean
importance of each attribute in the model.
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Figure 7: SHAP beeswarm plot for Chatbot Arena (ROSCOE). Visualizes the distribution
and direction of SHAP values for each attribute.
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A.2.2 Mt Bench305

Figure 8: Distribution of the difference between chosen and rejected scores by attribute in
MT Bench. Boxplots summarize the (chosen – rejected) difference for each attribute.
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Figure 9: Distribution of attribute values for chosen vs. rejected rationales in MT Bench.
Each subplot shows the density of scores for each attribute.

Figure 10: SHAP beeswarm plot for MT Bench (ROSCOE). Visualizes the distribution and
direction of SHAP values for each attribute.
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Figure 11: Mean absolute SHAP value plot for MT Bench (ROSCOE). Shows the mean
importance of each attribute in the model.
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A.3 Prompt Templates for Automated LLM Scoring306

A.3.1 Main Prompt Template (0–1 Scale; for GPT-4o and Gemini 2.5-Flash)307

You are an expert evaluator for mathematical and logical explanations. Given the following question and rationale, please assign a score between 0 (worst) and 1 (best) for each attribute listed below. For each attribute, also provide a brief justification.308

309

IMPORTANT: A score of **1.0 always means BEST** and **0.0 always means WORST**, even for attributes like Hallucination and Repetition. Interpret all attributes as \more of a good thing."\310

311

Please return your response in two Python dictionaries:312

313

- One called `scores` where each key is the name of the attribute and the value is the score (a float between 0 and 1).314

- One called `explanations` where each key is the name of the attribute and the value is your explanation (1-2 sentences) for that score.315

316

Please output the Python dictionaries as plain text only|do not include code blocks, markdown, or any extra formatting.317

318

Here are the attributes and their definitions:319

320

Faithfulness:321

Is the rationale supported by the model’s actual computation or the provided evidence?322

323

Hallucination:324

Does the rationale introduce information not present in the source/context?325

326

Repetition:327

Does the rationale unnecessarily repeat points or phrases?328

329

Informativeness:330

Does the rationale add meaningful, relevant details?331

332

Plausibility:333

Does the rationale \sound right" or seem believable, regardless of truth?334

335

Self-Consistency:336

The rationale does not contain steps that contradict each other; all reasoning is logically aligned internally.337

338

Source Consistency:339

The rationale does not contradict the given context or information in the problem statement.340

341

Grammar:342

Is the rationale well-written, clear, and free of grammatical mistakes?343

344

Arithmetic Accuracy:345

Are any calculations in the rationale correct?346

347

Conciseness:348

Is it as short as possible, without losing information? Especially if length is a concern.349

350

Coverage/Completeness:351

Does it explain all necessary steps/evidence?352

353

Correctness:354

Are all steps and answers objectively correct?355

356

Example output format:357

358

scores = {359

"Faithfulness": 0.95,360

"Hallucination": 0.67,361

"Repetition": 0.89,362

16
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...363

}364

365

explanations = {366

"Faithfulness": "The rationale closely follows logical steps derived from the question.",367

"Hallucination": "Some external information or assumptions were introduced. For example, ...",368

"Repetition": "The rationale is does not repeat it self with similar points at different steps.",369

...370

}371

372

Math/Logic Question:373

{question}374

375

Rationale:376

{rationale}377

17
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A.3.2 OLMO Prompt Template (0–10 Scale)378

You are an expert evaluator for mathematical and logical explanations. Given the following question and rationale, please assign a score between 0 (worst) and 10 (best) for each attribute listed below. For each attribute, also provide a brief justification.379

380

IMPORTANT: A score of **10 always means BEST** and **0 always means WORST**, even for attributes like Hallucination and Repetition. Interpret all attributes as \more of a good thing."381

382

Please return your response in two Python dictionaries:383

384

- One called `scores` where each key is the name of the attribute and the value is the score (a float between 0 and 10).385

- One called `explanations` where each key is the name of the attribute and the value is your explanation (1-2 sentences) for that score.386

387

Please output the Python dictionaries as plain text only|do not include code blocks, markdown, or any extra formatting.388

389

Here are the attributes and their definitions:390

391

Faithfulness:392

Is the rationale supported by the model’s actual computation or the provided evidence?393

394

Hallucination:395

Does the rationale introduce information not present in the source/context?396

397

Repetition:398

Does the rationale unnecessarily repeat points or phrases?399

400

Informativeness:401

Does the rationale add meaningful, relevant details?402

403

Plausibility:404

Does the rationale \sound right" or seem believable, regardless of truth?405

406

Self-Consistency:407

The rationale does not contain steps that contradict each other; all reasoning is logically aligned internally.408

409

Source Consistency:410

The rationale does not contradict the given context or information in the problem statement.411

412

Grammar:413

Is the rationale well-written, clear, and free of grammatical mistakes?414

415

Arithmetic Accuracy:416

Are any calculations in the rationale correct?417

418

Conciseness:419

Is it as short as possible, without losing information? Especially if length is a concern.420

421

Coverage/Completeness:422

Does it explain all necessary steps/evidence?423

424

Correctness:425

Are all steps and answers objectively correct?426

427

Example output format:428

429

scores = {430

"Faithfulness": 9.5,431

"Hallucination": 6.8,432

"Repetition": 8.9,433

...434

}435
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436

explanations = {437

"Faithfulness": "The rationale closely follows logical steps derived from the question.",438

"Hallucination": "Some external information or assumptions were introduced. For example, ...",439

"Repetition": "The rationale is does not repeat it self with similar points at different steps.",440

...441

}442

443

Math/Logic Question:444

{question}445

446

Rationale:447

{rationale}448
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A.4 LLM Judges Results449

A.4.1 OpenAI GPT-4o450

1. Chatbot Arena451

Figure 12: Distribution of the difference between chosen and rejected scores by attribute in
Chatbot Arena (GPT-4o). Boxplots summarize the (chosen – rejected) difference for each
attribute.

Figure 13: SHAP beeswarm plot for Chatbot Arena (GPT-4o). Visualizes the distribution
and direction of SHAP values for each attribute.
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Figure 14: Mean absolute SHAP value plot for Chatbot Arena (GPT-4o). Shows the mean
importance of each attribute in the model.
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Figure 15: Distribution of attribute values for chosen vs. rejected rationales in Chatbot Arena
(GPT-4o). Each subplot shows the density of scores for each attribute.
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2. Mt Bench452

Figure 16: Distribution of the difference between chosen and rejected scores by attribute
in MT Bench (GPT-4o). Boxplots summarize the (chosen – rejected) difference for each
attribute.

Figure 17: SHAP beeswarm plot for MT Bench (GPT-4o). Visualizes the distribution and
direction of SHAP values for each attribute.
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Figure 18: Mean absolute SHAP value plot for MT Bench (GPT-4o). Shows the mean
importance of each attribute in the model.
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Figure 19: Distribution of attribute values for chosen vs. rejected rationales in MT Bench
(GPT-4o). Each subplot shows the density of scores for each attribute.
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A.4.2 Google Gemini-2.5-Flash453

1. Chatbot Arena454

Figure 20: Distribution of the difference between chosen and rejected scores by attribute in
Chatbot Arena (Gemini 2.5-Flash). Boxplots summarize the (chosen – rejected) difference
for each attribute.

Figure 21: SHAP beeswarm plot for Chatbot Arena (Gemini 2.5-Flash). Visualizes the
distribution and direction of SHAP values for each attribute.
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Figure 22: Mean absolute SHAP value plot for Chatbot Arena (Gemini 2.5-Flash). Shows
the mean importance of each attribute in the model.
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Figure 23: Distribution of attribute values for chosen vs. rejected rationales in Chatbot Arena
(Gemini 2.5-Flash). Each subplot shows the density of scores for each attribute.
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2. Mt Bench455

Figure 24: Distribution of the difference between chosen and rejected scores by attribute in
MT Bench (Gemini 2.5-Flash). Boxplots summarize the (chosen – rejected) difference for
each attribute.

Figure 25: SHAP beeswarm plot for MT Bench (Gemini 2.5-Flash). Visualizes the distribution
and direction of SHAP values for each attribute.
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Figure 26: Mean absolute SHAP value plot for MT Bench (Gemini 2.5-Flash). Shows the
mean importance of each attribute in the model.
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Figure 27: Distribution of attribute values for chosen vs. rejected rationales in MT Bench
(Gemini 2.5-Flash). Each subplot shows the density of scores for each attribute.
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A.4.3 OLMo 2-32b456

1. Chatbot Arena457

Figure 28: Distribution of the difference between chosen and rejected scores by attribute in
Chatbot Arena (OLMo 2-32b). Boxplots summarize the (chosen – rejected) difference for
each attribute.

Figure 29: SHAP beeswarm plot for Chatbot Arena (OLMo 2-32b). Visualizes the distribution
and direction of SHAP values for each attribute.
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Figure 30: Mean absolute SHAP value plot for Chatbot Arena (OLMo 2-32b). Shows the
mean importance of each attribute in the model.
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Figure 31: Distribution of attribute values for chosen vs. rejected rationales in Chatbot Arena
(OLMo 2-32b). Each subplot shows the density of scores for each attribute.
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2. Mt Bench458

Figure 32: Distribution of the difference between chosen and rejected scores by attribute in
MT Bench (OLMo 2-32b). Boxplots summarize the (chosen – rejected) difference for each
attribute.

Figure 33: SHAP beeswarm plot for MT Bench (OLMo 2-32b). Visualizes the distribution
and direction of SHAP values for each attribute.
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Figure 34: Mean absolute SHAP value plot for MT Bench (OLMo 2-32b). Shows the mean
importance of each attribute in the model.
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Figure 35: Distribution of attribute values for chosen vs. rejected rationales in MT Bench
(OLMo 2-32b). Each subplot shows the density of scores for each attribute.

37



Under review as a conference paper at COLM 2025

A.5 Human Annotators Results459

The human evaluation results reported in this section are based on the average scores460

assigned by three independent annotators for each question. For every rationale, we take461

the mean of the three annotators’ scores to obtain a single human score per attribute. This462

approach helps mitigate individual annotator bias and provides a more robust measure of463

human preference.464

A.5.1 Chatbot Arena465

Figure 36: Distribution of the difference between chosen and rejected scores by attribute in
Chatbot Arena (Human Annotators). Boxplots summarize the (chosen – rejected) difference
for each attribute.

Figure 37: SHAP beeswarm plot for Chatbot Arena (Human Annotators). Visualizes the
distribution and direction of SHAP values for each attribute.

38



Under review as a conference paper at COLM 2025

Figure 38: Mean absolute SHAP value plot for Chatbot Arena (Human Annotators). Shows
the mean importance of each attribute in the model.
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Figure 39: Distribution of attribute values for chosen vs. rejected rationales in Chatbot Arena
(Human Annotators). Each subplot shows the density of scores for each attribute.
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A.5.2 Mt Bench466

Figure 40: Distribution of the difference between chosen and rejected scores by attribute in
MT Bench (Human Annotators). Boxplots summarize the (chosen – rejected) difference for
each attribute.

Figure 41: SHAP beeswarm plot for MT Bench (Human Annotators). Visualizes the distri-
bution and direction of SHAP values for each attribute.
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Figure 42: Mean absolute SHAP value plot for MT Bench (Human Annotators). Shows the
mean importance of each attribute in the model.

42



Under review as a conference paper at COLM 2025

Figure 43: Distribution of attribute values for chosen vs. rejected rationales in MT Bench
(Human Annotators). Each subplot shows the density of scores for each attribute.
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A.6 ELO ranking results467

A.6.1 LLM Judges468

1. Chatbot Arena469

Figure 44: ELO Scores for Faithfulness across all models in Chatbot Arena, scored by the
mean score of three LLMs.

Figure 45: ELO Scores for Hallucination across all models in Chatbot Arena, scored by the
mean score of three LLMs.

Figure 46: ELO Scores for Repetition across all models in Chatbot Arena, scored by the mean
score of three LLMs.
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Figure 47: ELO Scores for Informativeness across all models in Chatbot Arena, scored by
the mean score of three LLMs.

Figure 48: ELO Scores for Plausibility across all models in Chatbot Arena, scored by the
mean score of three LLMs.

Figure 49: ELO Scores for Self-Consistency across all models in Chatbot Arena, scored by
the mean score of three LLMs.
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Figure 50: ELO Scores for Source Consistency across all models in Chatbot Arena, scored by
the mean score of three LLMs.

Figure 51: ELO Scores for Grammar across all models in Chatbot Arena, scored by the mean
score of three LLMs.

Figure 52: ELO Scores for Coverage/Completeness across all models in Chatbot Arena,
scored by the mean score of three LLMs.
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Figure 53: ELO Scores for Correctness across all models in Chatbot Arena, scored by the
mean score of three LLMs.

Figure 54: ELO Scores for Arithmetic Accuracy across all models in Chatbot Arena, scored
by the mean score of three LLMs.

Figure 55: ELO Scores for Conciseness across all models in Chatbot Arena, scored by the
mean score of three LLMs.
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Figure 56: Radar chart of model ELO scores by attribute in Chatbot Arena, computed as the
mean of the three LLM judges.

Figure 57: Bar plot of model ELO scores by model and attribute in Chatbot Arena, averaged
across all LLM judges.

Figure 58: ELO scores for all models based on human preference labels in Chatbot Arena.
Here, the score is computed directly from the human-chosen vs. rejected outcomes. Error
bars indicate the confidence interval.
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2. Mt Bench470

Figure 59: Radar chart comparing model ELO scores by attribute on MT Bench (LLM scores).
Each axis represents one evaluation attribute, and each polygon represents a different model.

Figure 60: Bar chart showing ELO scores for each model and attribute on MT Bench (LLM
scores). Each color indicates a different evaluation attribute.

Figure 61: Bar plot of ELO estimates based on human preferences for each model on MT
Bench. Error bars indicate uncertainty in ELO estimation.
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A.6.2 Human Annotator471

1. Chatbot Arena472

Figure 62: Radar chart comparing model ELO scores by attribute on MT Bench (LLM Judges).
Each axis corresponds to a specific evaluation attribute, and each line represents a different
model.

Figure 63: Radar chart comparing model ELO rankings by attribute for the top 7 models
in Chatbot Arena (LLM Judges). Each axis is an evaluation attribute, and each polygon
represents a model.
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2. Mt Bench473

Figure 64: Radar chart showing model ELO rankings by attribute on MT Bench. Each axis
represents an evaluation attribute, and each polygon represents a model. (Lower is better)

Figure 65: Radar chart showing model ELO scores by attribute on MT Bench. Each axis
represents an evaluation attribute, and each polygon represents a model. (Higher is better)
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A.7 Examples474

An example illustrating a mistake made by the GPT-4o model on the Correctness attribute: In475

this case, both the chosen and rejected rationales provide incorrect final answers. However,476

GPT-4o assigns a correctness score of 1.0 to the chosen rationale, failing to recognize the477

error in the solution.478

Figure 66: Enter Caption
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