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Ø Motivation

Ø Clothing deformation features are 

highly coupled and rely on color 

and texture.

Ø Lack of clothing category-level 

structural feature learning 

process, low model generalization.

Ø Robotic Clothing Grasping System

p System Inputs: Text data entered by the user; RGB images for multi-clothing 

classification; depth information for grasp position estimation.

p LLM is used to analyze user instructions; regional category information is 

output based on a Multi-Clothing Classification Framework; and based on the 

proposed Grasping Position Estimation Method, grasping position information 

is output and sent to the robot to complete the user-specified clothing grasping task.

Ø Topological Structure Representation and Optimization

Ø Multi-clothing Classification Framework

Feature Aggregation

Training Process:

① Extract the topological structure 

features of clothing based on 

contrastive learning;

② Using topological structural 

features for supervision to extract 

color-texture-independent 

structural features.

Ø Grasping Position Estimation

Humans are accustomed to 

looking for raised wrinkles 

on the clothing surface to 

achieve suitable grasping. 

The core of our method is to 

search for suitable wrinkles 

on the clothing surface.

l Depth-Image Protrusion Filtering

l Max-Square Grasp Point Lock-on

Ø Comparative Analysis

Methods Seen⬆ Unseen⬆

GarFusion [2] 76.67% 65.00%

Ours 89.29% 79.29%

Methods Seen⬆ Unseen⬆

Shehawy et al.[3] 76.67% 74.52%

Chen et al.[4] 53.81% 52.86%

Ours 89.29% 79.29%

Methods
Classification Grasping

Seen⬆ Unseen⬆ Seen⬆ Unseen⬆

MobileNetV2 [1] 97.11% 53.48% 90.72% 53.57%

Ours 94.84% 84.01% 89.29% 79.29%
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Ø Real-World Robotic Grasping

Baxter, please give me 
a pair of trousers.

Baxter, please give me 
a hat.

Baxter, please give me 
a towel.

Baxter, please give me 
a T-shirt.

Baxter, please give me 
a scarf.

Baxter, please give me 
a pair of shorts.

ü Our dataset includes 7 categories and 38 different clothing items.

ü This system enables the Baxter to grasp any clothing item based on user 

instructions while demonstrating strong generalization to unseen targets.


