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A APPENDIX
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Figure 1: Visualization of inputs for linear projections. The out projection suffers from more severe
outliers compared to the in projection.

A.1 PREVIOUS PTQ METHODS ON MAMBA

In Section 4, we analyze the quantization of linear projections in Mamba models. Here, we pro-
vide more detailed results about previous PTQ methods on Mamba-1 and Mamba-2 models. We
will analyze the difference between Mamba-1 models and Mamba-2 models from a view of model
quantization. The results presented in Table[T]indicate that Mamba2 models exhibit greater robust-
ness to quantization compared to Mambal models. Further analysis in Figure [I] reveals that this
improvement is largely due to the additional LayerNorm applied before the output projection in
Mamba?2, which helps to reduce outliers to a certain extent. Moreover, this LayerNorm simplifies
the implementation of previous PTQ methods based on smoothing between weights and activations,
such as SmoothQuant and AWQ 2023). As aresult, this paper primar-
ily focuses on Mamba2 models, which not only feature larger state dimensions but are also more
amenable to quantization.

A.2 PROOF

Theorem 1. Assuming u; ~ N(0,01,) and Ay is a constant, By, xy = split(Wuy) (B; € RY,
x; € RP), the variance of states hy can be factorized into two vectors:

hi=A;-hi_1 +x- B (1)

Varlh oco- 87, ai = [[WEI3 and  B; = [[W2I3 )
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Model Method Wikitext2  C4
Mambal-370M FP 14.31 17.23
WSEAS 18.95 23.04
WEA8+SQ 16.17 19.85
W4A16+ GPTQ 16.03 19.06
Mamba2-370M FP 14.16 16.95
WEAS 17.14 20.10
W8AS+SQ 15.71 18.72

W4A16+GPTQ 15.81 18.71

Table 1: Different PTQ methods for Mamba models. Mamba-1 models suffer much more serious
outliers in output projections because of the absence of LayerNorm before it.

where o € R and B € RN and WB , W* = split(W,dim = 0)

Proof. Firstly, we can reformulate Equation (I} as a prefix sum:

t
hy =Y Apa; B, where Aiy = Ai x Ay x .. Ay (3)

Then, we can compute the mean of states h; as follows:
t
E[h] =Y AuElx;B/]

t
= Z Ai:tE[quiuiTWbT]

: (4)
=3 A W E[uu] W

i T
= Z Ao WEW?P

i

After computing the mean of the states, we can similarly compute the variance of the states h;. The
equality (a) is attributed to LemmalT]
Var[z; B ] = E[(Wouu] WP — oWow? )]

= E[(W® (uu] YW )] — 20 - EW*W? ' © (Wouu] WP )] + (oWew? )2

(;) 0'2a X /BT + 20.2 . (WxWbT)Q _ 20.2 . (W;CWbT>2 + 0_2 . (wabT)Q

—o%a- BT 402 (Wa:WbT)Q
4)

Tio . .
Here, we assume that the second term (17/* we )2 is sufficiently small compared to « - ﬂT, and
then we obtain:

t

Var[ly] = = (‘72 ZAi:t) (o ﬁT) (6)

%

Lemma 1. Assuming z ~ N (0, I,,), wy,wy € R™, we have the following conclusions:

El(w1 " 2)? (w2 " 2)?] = [|wi[3 - [[wal[3 + 2(w1 "w2)? (7
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Figure 2: An illustration of how DSQ enhances performance.

Proof. Let A and B be two arbitrary symmetric matrices, we have:

E [mTAx . xTBx} =E Z TiQi T Zxkbkm
ij k,l

_ B 2.2 2.2
=K E a;;bprxi Ty +4 E a”waixj
ik

i<j
3)
= Z @iibik + 2 Z a;ibi; +2 Z aijbi; — Z @;ibi;
i,k 7 i,] i
= ai > bk +2)_ aijbi;
i k i,
= Tr(A)Tr(B) + 2Tr(AB)
A special case occurs when A = wiwy | and B = wowsy | :
E[(w1 " 2)*(wy " 2)%] = [|wi][3 - [[wa][5 + 2(w: "w2)? )
O

Although this theorem imposes strict constraints on the SSM inputs u, (Gaussian distribution) and
Ay (constant), it sufficiently reveals the following fact: outliers in the channel dimension P and state
dimension N can be attributed to the variables z; € R(T"") and B, € R(T"N), respectively. Figure
4(b) provides a visualization of this phenomenon.

A.3 MORE ABLATION STUDIES

Visualization of DSQ. Figure [2]illustrates how DSQ improves performance. The presence of out-
liers causes MinMax quantization to waste a significant portion of available quantization slots, re-
sulting in large rounding errors. Although introducing channel scales S¢pnqnner helps make the
quantization slots non-uniform, the mean norm remains sensitive to outliers, even unexpectedly am-
plifying them (as shown in the middle figure).
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Trainable parameters in ESR. Table [2| demonstrates the effectiveness of our choice of trainable
parameters in ESR: Fine-tuning selective parameters (B, C, and A), layer normalization, and con-
volution yields the best perplexity. In contrast, including x and z results in worse performance.
We attribute this to the fact that fine-tuning all parameters can lead to overfitting and necessitates
end-to-end training.

Norm A,B,C,D Conv-1D X,Z Wikitext2 C4

25.73 29.94

v 24.76 29.02
v 23.27 27.22

v 25.24 29.09

v 24.99 28.88

v v 22.51 27.00
v v 24.93 28.87
v v 25.31 29.43
v v 22.68 26.91

v v 22.97 26.41

v v 25.66 28.89

v v v 21.92 25.99
v v v 23.63 27,43
v v v 24.89 29.04
v v v 23.01 26.98

v v v v 23.73 28.19

Table 2: The performance of W16A16H4 quantization for Mamba2-370M with different trainable
parameters in the ESR.
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