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1 Overview
This material starts withmore information on CLIP2UDA, including
method detail, additional ablation study, error prediction under BEV,
per-class ensembling results, and dataset split.

1.1 Architecture of Transformer Decoder
As shown in Fig. 1, it takes textual embedding 𝑒𝑡 and visual em-
bedding 𝑒𝑣 as inputs and generates refined textual embedding 𝑒𝑡 .
Among G𝑇 , the output from a multi-head self-attention (MHSA)
layer is used as the query for a multi-head cross-attention (MHCA)
layer. The normalized operation uses LayerNorm [1]. This imple-
mentation can be written as:

𝑒𝑡,𝑞 = MHSA(𝑒𝑡,𝑞, 𝑒𝑡,𝑘 , 𝑒𝑡,𝑣), (1)

𝑒𝑣 = MHCA(𝑒𝑡,𝑞, 𝑒𝑣,𝑘 , 𝑒𝑣,𝑣). (2)

𝑒𝑡 = 𝑒𝑣 + 𝑒𝑡,𝑞 + FFN(𝑒𝑣 + 𝑒𝑡,𝑞), (3)

where FFN(·) means feed-forward network.

1.2 Length of Image-specific Token
How many image-specific tokens [𝑉̃ ]𝑚 should be used? And is it
better to have more tokens? The results in Tab. 1 suggest having a
shorter length of image-specific token benefits domain adaptation,
probably due to less overfitting of source data as fewer parameters
are learned.

Table 1: Length of image-specific token [𝑉̃ ]𝑚 .

Length
nuScenes: Day→Night
2D 3D 2D+3D

L=4 72.7 71.4 73.8
L=8 73.1 71.5 74.1
L=12 72.5 71.2 73.3

1.3 Per-class Ensembling Results
We present Tab. 2 to compare the per-class ensembling results of
CLIP2UDA with recent MM-UDA methods. Our approach ranks
first in all categories when compared to SSE [8] and BFtD [7]. Specif-
ically, it is observed that the discrimination between “drivable sur-
face” and “sidewalk” in nuScenes, recognition of small “object” in
Virt.KITTI → Sem.KITTI significantly outperforms other methods.
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Figure 1: Architecture of Transformer decoder G𝑇 in VisPA.

Table 2: Per-class ensembling result “2D+3D”.
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nuScenes: Day→ Night
SSE† [8] 90.13 94.39 34.70 44.82 64.57 84.67 68.9
BFtD† [7] 88.86 93.53 36.62 39.81 65.85 85.35 68.3
CLIP2UDA 93.62 95.24 41.46 51.09 74.40 88.85 74.1

nuScenes: USA→ Sing.
SSE† [8] 82.80 96.09 43.06 51.82 63.06 78.61 69.2
BFtD† [7] 85.46 95.51 39.26 53.51 63.46 79.31 69.4
CLIP2UDA 88.34 96.58 48.62 58.73 69.08 82.52 74.0
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Virt.KITTI → Sem.KITTI
SSE† [8] 78.98 44.40 84.60 16.49 2.29 71.21 49.6
BFtD† [7] 75.81 52.47 84.28 17.66 0.00 78.46 51.5
CLIP2UDA 82.07 69.21 87.36 35.63 5.35 82.46 60.4

1.4 Error Prediction under BEV
In this section, we present some visualization results. Fig. 2 and
Fig. 3 show the ensemble results on four adaptation scenarios. In
the odd-numbered rows of the figures, we give the segmentation
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Table 3: Size of the splits in frames for all proposed UDA scenarios.

Scenarios
Source Target

Categories
Train Train Val/Test

nuScenes: Day→Night 24745 2779 606/602 Vehicle: [bicycle, bus, car, construction_vehicle, motorcycle, trailer, truck];
Driveable Surface; Sidewalk; Terrain; Manmade; VegetationnuScenes: USA→Singapore 15695 9665 2770/2929

VirtualKITTI→SemanticKITTI 2126 18029 1101/4071 Car; Truck; Road; Object: [traffic sign, traffic light, pole, misc];
Building; Vegetation: [terrain, tree, vegetation]

A2D2→SemanticKITTI 27695 18029 1101/4071 Car; Truck; Bike; Person; Road; Sidewalk; Parking; Object; Building; Vegetation

result and ground truth. The even-numbered rows give points under
Bird’s Eye View (BEV) that are misclassified (red points) so that
we can see the position of the misclassification more clearly. It is
observed that xMUDA and BFtD have a higher error recognizing
small objects and region boundaries, while CLIP2UDA recognizes
better thanks to the injection of multi-modal domain-invariant
representation.

1.5 Dataset Split
To compose our domain adaptation scenarios, following [6], we
exploit public datasets, including nuScenes [3], VirtualKITTI [4],
SemanticKITTI [2], and A2D2 [5]. The split details are tabulated in
Tab. 3.

1.5.1 nuScenes. It contains 1,000 scenes, each of 20 seconds, corre-
sponding to 40k annotated keyframes taken at 2Hz. The original
scenes are split into 28,130 training frames and 6,019 validation
frames. Each frame contains a 32-beam LiDAR point cloud with
point-wise annotations and six RGB images captured by six cam-
eras from different views of LiDAR. For nuScenes: Day→Night,
we choose 602 night scenes for testing data, while for nuScenes:
USA→Singapore, we choose 2,929 Singapore scenes for testing data.
Both of them merge the objects into 6 categories: Vehicle, Drive-
able Surface, Sidewalk, Terrain,Manmade, and Vegetation.

1.5.2 VirtualKITTI. It consists of 5 driving scenes which are cre-
ated with the Unity game engine by real-to-virtual cloning of the
scenes 1, 2, 6, 18, and 20 of the real KITTI dataset. Different from
real KITTI, VirtualKITTI does not simulate LiDAR, but rather pro-
vides a dense depth map, alongside semantic, instance, and flow
ground truth. Each of the 5 scenes contains between 233 and 837
frames, i.e., in total 2126 for the 5 scenes. Each frame is rendered
with 6 different weather/lighting variants (clone, morning, sunset,
overcast, fog, rain) which we use all.

1.5.3 SemanticKITTI. It is a large-scale dataset based on the KITTI
Odometry Benchmark captured in Germany. The original scenes
are split into 19,130 training scans and 4,071 validation scans. Unlike
nuScenes, SemanticKITTI only provides the front-view images and
a 64-layer front LiDAR. 19 categories are used for segmentation.

1.5.4 A2D2. It consists of 20 drives, which corresponds to 28,637
frames. The point cloud comes from three 16-layer front LiDARs
(center, left, and right), where the left and right LiDARs are inclined.
By projecting 3D point clouds onto 2D images, corresponding 2D
semantic labels are regarded as 3D point-wise labels, which contain
38 categories.

Note that, we select 6 merged categories between the Virtu-
alKITTI and SemanticKITTI, including Car, Truck, Road, Object,
Building, and Vegetation. Between A2D2 and SemanticKITTI, 4
shared categories are considered, which are Bike, Person, Side-
walk, and Parking.
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Figure 2: Qualitative results of nuScene adaptation test sets under the perspective projection (odd-numbered rows) and BEV
(even-numbered rows).
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Figure 3: Qualitative results of SemanticKITTI adaptation test sets under the perspective projection (odd-numbered rows) and
BEV (even-numbered rows).
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