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1 Multi-agent Indoor Navigation Benchmark1

We publish the dataset, the code and the documentation on our website: https://2

main-dataset.github.io/. It is our priority to protect the privacy of third parties. We3

bear all responsibility in case of violation of rights. We bear all responsibility in case of violation of4

rights, etc, and the confirmation of data license.5

Data License. The Multi-agent Indoor Navigation Benchmark is published under CC BY-NC-SA6

4.0 license, which allows everyone to use its dataset for non-commercial research purpose.7

Dataset Documentation We publish our dataset documentation on our website: https://8

main-dataset.github.io/9

Code Accessment. The code for training and testing models in our paper is released on our Github10

repository: https://github.com/ZhuFengdaaa/MAIN.11

Data Format. The format of our dataset is follow the data format of Habitat Challenge [3]. Thus a12

lot of methods and implementations could be easily adapted to our benchmark.13

Limitations. A major limitation is training efficiency. Even though we implement a asynchronous-14

synchronous pipeline to speed up the data sampling, it still cost a 8-GPU device to run 36 hours to15

train a model. We are actively searching for solutions.16

2 Open-source Codebase17

Our benchmark project is a complex system which is built on various codebases. Some of them is for18

environment while others are training code, as shown in Tab. 1.19

Codebase Link
habitat-sim [3] https://github.com/facebookresearch/habitat-sim

habitat-lab https://github.com/facebookresearch/habitat-lab

multiON [5] https://github.com/saimwani/multiON

PPO-PyTorch [4] https://github.com/nikhilbarhate99/PPO-PyTorch

SMAC [2] https://github.com/oxwhirl/smac

UPDeT [1] https://github.com/hhhusiyi-monash/UPDeT

MAPPO [6] https://github.com/zoeyuchao/mappo

Table 1: The codebase used in our benchmark.
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