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Abstract

Bilevel Optimization has witnessed notable progress recently with new emerging
efficient algorithms. However, its application in the Federated Learning setting
remains relatively underexplored, and the impact of Federated Learning’s inherent
challenges on the convergence of bilevel algorithms remain obscure. In this
work, we investigate Federated Bilevel Optimization problems and propose a
communication-efficient algorithm, named FedBiOAcc. The algorithm leverages
an efficient estimation of the hyper-gradient in the distributed setting and utilizes
the momentum-based variance-reduction acceleration. Remarkably, FedBiOAcc
achieves a communication complexity O(e~!), a sample complexity O(¢~1-%) and
the linear speed up with respect to the number of clients. We also analyze a special
case of the Federated Bilevel Optimization problems, where lower level problems
are locally managed by clients. We prove that FedBiOAcc-Local, a modified
version of FedBiOAcc, converges at the same rate for this type of problems. Finally,
we validate the proposed algorithms through two real-world tasks: Federated Data-
cleaning and Federated Hyper-representation Learning. Empirical results show
superior performance of our algorithms.

1 Introduction

Bilevel optimization [54} 50] has increasingly drawn attention due to its wide-ranging applications in
numerous machine learning tasks, including hyper-parameter optimization [44], meta-learning [64]
and neural architecture search [38]]. A bilevel optimization problem involves an upper problem
and a lower problem, wherein the upper problem is a function of the minimizer of the lower prob-
lem. Recently, great progress has been made to solve this type of problems, particularly through
the development of efficient single-loop algorithms that rely on diverse gradient approximation
techniques [24]. However, the majority of existing bilevel optimization research concentrates on stan-
dard, non-distributed settings, and how to solve the bilevel optimization problems under distributed
settings have received much less attention. Federated learning (FL) [42] is a recently promising
distributed learning paradigm. In FL, a set of clients jointly solve a machine learning task under
the coordination of a central server. To protect user privacy and mitigate communication overhead,
clients perform multiple steps of local update before communicating with the server. A variety of
algorithms [153 162} [17, 28} 1] have been proposed to accelerate this training process. However, most
of these algorithms primarily address standard single-level optimization problems. In this work,
we study the bilevel optimization problems in the Federated Learning setting and investigate the
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Table 1: Comparisons of the Federated/Non-federated bilevel optimization algorithms for
finding an e-stationary point of (I)). Gc(f, €) and Gc(g, €) denote the number of gradient evaluations
w.rt. f0™) (z,y) and g™ (x,y); JV (g, €) denotes the number of Jacobian-vector products; HV (g, ¢)
is the number of Hessian-vector products; k = L/ is the condition number, p(x) is used when no
dependence is provided. Sample complexities are measured by client.

Setting | Algorithm | Communication | Ge(f,¢€) | Ge(g,€) | JV(g,€) | HV(g,¢€) | Heterogeneity
StocBiO 23 O(rk%e2) O(rk%2) O(rk%2) O(r%2)
Nked | RSO | ottty | o™ | ome | obmets |
CommPFedBiO [35 O(p(k)e~?) O(p(k)e~2) O(p(k)e~2) O(p(r)e~?) O(p(k)e~?) v
FedNest [51 O(r%?) O(K%¢72) O(k%2) O(K%€2) O(r%2) v
Federated | ATDES | 009 | 00 | 0pe?) Ofp(r)e ) Ofp(r)e ) v
FedMBO [22 O(M~'p(k)e=2) | O(M~'p(k)e?) | OM~p(r)e=?) | OM'p(r)e=2) | O(M~1p(k)e?) v
SimFBO [61] O(p(k)e™t) O(M~'p(k)e~?) O(M~'p(k)e?) O(M~'p(k)e~?) O(M~'p(k)e~?) v
Local-BSGVR [13 O(p(r)e™t) O(M~p(k)e™ ) | O(M~1p(k)e 1) | O(M~1p(k)e 1) | O(M~p(r)e ") X
FedBiOAcc (Ours) | O(k'®/3e1) | O(M~'k8e15) | O(M~1k% 1) | O(M~'k3¢1%) | O(M~'k8e15) v

following research question: Is it possible to develop communication-efficient federated algorithms
tailored for bilevel optimization problems that also ensure a rapid convergence rate?

More specifically, a general Federated Bilevel Optimization problem has the following form:

min h(z = Z f("’) (2,Yz), St.y, =argmin — Z g(m) (z,9) 1)

rERP
y€eRd me=1

A federated bilevel optimization problem consists of an upper and a lower level problem, the
upper problem f (z, y) = M Z i (m)(x,y) relies on the solution y, of the lower problem,
and g(x,y) = 37 Z g(’”) (x,y). Meanwhile, both the upper and the lower level problems are
federated: In Eq.(I), we have M clients, and each client has a local upper problem f(™) (z,y) and
a lower level problem ¢(™)(z,y). Compared to single-level federated optimization problems, the
estimation of the hyper-gradient in federated bilevel optimization problems is much more challenging.
In Eq.(T), the hyper-gradient is not linear w.r.¢ the local hyper-gradients of clients, whereas the gradient
of a single-level Federated Optimization problem is the average of local gradients. Consequently,
directly applying the vanilla local-sgd method [42]] to federated bilevel problems results in a large
bias. In the literature [511[35, 122} 56]], researchers evaluate the hyper-gradient through multiple rounds
of client-server communication, however, this approach leads to high communication overhead. In
contrast, we view the hyper-gradient estimation as solving a quadratic federated problem and solving
it with the local-sgd method. More specifically, we formulate the solution of the federated bilevel
optimization as three intertwined federated problems: the upper problem, the lower problem and
the quadratic problem for the hyper-gradient estimation. Then we address the three problems using
alternating gradient descent steps, furthermore, to manage the noise of the stochastic gradient and
obtain the fast convergence rate, we employ a momentum-based variance reduction technique.

Beyond the standard federated bilevel optimization problem as defined in Eq. [T} another variant of
Federated Bilevel Optimization problem, which entails locally managed lower-level problems, is also
frequently utilized in practical applications. For this type of problem, we can get an unbiased estimate
of the global hyper-gradient using local hyper-gradient, thus we can solve it with a local-SGD like
algorithm, named FedBiOAcc-Local. However, it is challenging to analyze the convergence of
the algorithm. In particular, we need to bound the intertwined client drift error, which is intrinsic
to FL and the bilevel-related errors e.g. the lower level solution bias. In fact, we prove that the
FedBiOAcc-Local algorithm attains the same fast rate as FedBiO algorithm.

Finally, we highlight the main contributions of our paper as follows:

1. We propose FedBiOAcc to solve Federated Bilevel Optimization problems, the algorithm
evaluates the hypergradient of federated bilevel optimization problems efficiently and
achieves optimal convergence rate through momentum-based variance reduction. Fed-
BiOAcc has sample complexity of O(¢~!®), communication complexity of O(¢~!) and
achieves linear speed-up w.r.f the number of clients.

2. We study Federated Bilevel Optimization problem with local lower level problem for the
first time, where we show the convergence of a modified version of FedBiOAcc, named
FedBiOAcc-Local for this type of problems.

3. We validate the efficacy of the proposed FedBiOAcc algorithm through two real-world tasks:
Federated Data Cleaning and Federated Hyper-representation Learning.
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Notations V denotes full gradient, V,, denotes partial derivative for variable x, higher order deriva-
tives follow similar rules. [K] represents the sequence of integers from 1 to K, T represents average

of the sequence of variables {z(™ }M_, . £, represents the global communication timestamp s.

2 Related Works

Bilevel optimization dates back to at least the 1960s when [54] proposed a regularization method, and
then followed by many research works [[10}150, 58}, 147], while in machine learning community, similar
ideas in the name of implicit differentiation were also used in Hyper-parameter Optimization [32, |3}
2, 18]]. Early algorithms for Bilevel Optimization solved the accurate solution of the lower problem
for each upper variable. Recently, researchers developed algorithms that solve the lower problem
with a fixed number of steps, and use the ‘back-propagation through time’ technique to compute the
hyper-gradient [9} 41} 1245, /49]. Very Recently, it witnessed a surge of interest in using implicit
differentiation to derive single loop algorithms [[L5} 18}, 124} 30, 4, |59} 20, 134} [7} 121} [19]. In particular,
[34.17] proposes a way to iteratively evaluate the hyper-gradients to save computation. In this work,
we view the hyper-gradient estimation of Federated Bilevel Optimization as solving a quadratic
federated optimization problem and use a similar iterative evaluation rule as [34,[7] in local update.

The bilevel optimization problem is also considered in the more general settings. For example, bilevel
optimization with multiple lower tasks is considered in [16]], furthermore, [3. 160} 40, [14] studies the
bilevel optimization problem in the decentralized setting, [26] studies the bilevel optimization problem
in the asynchronous setting. In contrast, we study bilevel optimization problems under Federated
Learning [42] setting. Federated learning is a promising privacy-preserving learning paradigm
for distributed data. Compared to traditional data-center distributed learning, Federated Learning
poses new challenges including data heterogeneity, privacy concerns, high communication cost, and
unfairness. To deal with these challenges, various methods [28, 137, 48 163} 143} 36] are proposed.
However, bilevel optimization problems are less investigated in the federated learning setting. [57]]
considered the distributed bilevel formulation, but it needs to communicate the Hessian matrix for
every iteration, which is computationally infeasible. More recently, FedNest [51] has been proposed
to tackle the general federated nest problems, including federated bilevel problems. However, this
method evaluates the full hyper-gradient at every iteration; this leads to high communication overhead;
furthermore, FedNest also uses SVRG to accelerate the training. Similar works that evaluate the
hyper-gradient with multiple rounds of client-server communication are [35} 22,156, 61]]. Finally,
there is a concurrent work [[13]] that investigates the possibility of local gradients on Federated Bilevel
Optimization, however, it only considers the homogeneous case, this setting is quite constrained
and much simpler than the more general heterogeneous case we considered. Furthermore, [13] only
considers the case where both the upper and the lower problem are federated, and omit the equally
important case where the lower level problem is not federated.

3 Federated Bilevel Optimization

3.1 Some Mild Assumptions

Note that the formulation of Eq.(T)) is very general, and we consider the stochastic heterogeneous
case in this work. More specifically, we assume:

f(m) (.’IJ, y) = E{ND(f"b) [f(M) (1’, Y, 5)], g(M) (1‘, y) = EEN'DE'W) [g(M) (.’E, Y 5)]

where D}m) and Df,m) are some probability distributions. Furthermore, we assume the local objectives

could be potentially different: f(™) (z,7) # f*) (x,y) or g™ (x,y) # g (x,y) form # k,m, k €
[M]. Furthermore, we assume the following assumptions in our subsequent discussion:

Assumption 3.1. Function f(™)(z, y) is possibly non-convex and ¢(™) (z, y) is p-strongly convex
w.r.t y for any given z.

Assumption 3.2. Function f(™)(z,y) is L-smooth and has C';-bounded gradient;

Assumption 3.3. Function ¢("™ (x,y) is L-smooth, and nyg(m) (x,y) and Vyzg(m) (z,y) are
Lipschitz continuous with constants L, and L,» respectively;



Algorithm 1 Accelerated Federated Bilevel Optimization (FedBiOAcc)
1: Input: Constants c,, ¢,, ¢y, 7, 1, T, ; learning rate schedule {a; }, ¢ € [T, initial state (z1, y1,

u1);
2: Initialization: Set yg m) _ Y1, x( m _ 1, ug m) _ u1, wl m — Vyg(m)(arl,yl,By), l/im) =

Vo F (@1, 513 Bra) = Vayg™ (@1,y15 By a)ur and g1 = Vg (@™, y{™; By 5)ur —
Vyf(m)(zﬁm),yf’”);Bf,Q) form € [M]

Sfort Sltoldo iy oo ) (m) - (m) (m) (m)
~lm m m ~Alm m m ~Alm m m
4 Y] = Yy YWy T, Ty = —nogly T, Uy = Pr(uy = Toug )
5: iftr(no)dI—Oth Gy m) )

6: Yie1 = M1 Z; 1 ytil’ Tip1 = M Z] 1 xt+1’ “t+1 M Z; 1 util

T m) () _ alm) () _ 40m)

8: Ypri = Ypt1> Tip1 = Tipts ut+1 = Ugyq

9: endif

10:  Get W§T1) , ngl) and (jt(rl) following Eq.
11: 1ftr(no)dI—Othen ()
~(j

. ~G) o (m) _ ~()  (m) _
12: wt+1 - M Z] 1 tJJrl’ tfl - MZJ 1 til’ tiLl - MZ] 1 t+1’
13:
. ) _ - (
14: wt(fl = w&nl)’ Vt(-Ti-nl) = Vt(+1)’ th1) = QE-Tl)
15:  end if
16: end for

Assumptlon 3.4. We have unbiased stochastic first-order and second-order gradient oracle with
bounded variance.

Assumption 3.5. For any m,j € [M] and z = (z,y), we have: |V (") (2) — VU (2)| < ¢t
Vg™ (2) = VgD ()]l < G [Vayg™ (2) = VaygD (2)Il < Cay: V429" (2) = V29D (2)]| <
Cg,yy> Where (¢, (g, Cg 2y Cg,yy» are constants.

As stated in The assumption [3.1] we study the non-convex-strongly-convex bilevel optimization
problems, this class of problems is widely studied in the non-distributed bilevel literature [23} [15]].
Furthermore, Assumption [3.2]and Assumption[3.3]are also standard assumptions made in the non-
distributed bilevel literature. Assumption [3.4]is widely used in the study of stochastic optimization
problems. For Assumption [3.5] gradient difference is widely used in single level Federated Learning
literature as a measure of client heterogeneity [30,155)]. Please refer to the full version of Assumptions
in Appendix.

3.2 The FedBiOAcc Algorithm

A major difficulty in solving a Federated Bilevel Optimization problem Eq. (I) is evaluating the
hyper-gradient Vh(x). For the function class (non-convex-strongly-convex) we consider, the
explicit form of hypergradient h(x) exists as Vh(x) = ®(z, y,), where ®(z, y) is denoted as:

®(z,y) =Vaof(@,y) — Vayg(@,y) X [Vy2g(z,9)] 'V, f(2,y), 2
Based on Assumption 3.3 we can verify ®(x,y,) is the hyper-gradient [[I5]. But since the
clients only have access to their local data, for Vm € [M], the client evaluates:

™) (2, ) =V, f(2,y) — Vayg™ (2, y) X [V g™ (2, 9)] 'V, [ (2,y), 3

Itis straightforward to verify that &™) (z, ) is not an unbiased estimate of the full hyper-gradient,
ie ®(z,y,) 7£ Zm 1@ ™) (x,y,). To address this difficulty, we can view the Hyper-gradient
computation as the process of solving a federated optimization problem.

In fact, Evaluating Eq. (Z) is equivalent to the following two steps: first, we solve the quadratic
federated optimization problem (u):

M
min I(u M Z 2g(m) (z,y))u— (V f(m)<33 ), u) “

u€eR4



Suppose that we denote the solution of the above problem as «*, then we have the following linear
operation to get the hypergradient:

M

Compared to the formulation Eq. @), Eq. (@) and Eq. (3) are more suitable for the distributed setting.
In fact, both Eq. (@) and Eq. (3) have a linear structure. Eq. @) is a (single-level) quadratic federated
optimization problem, and we could solve Eq. (@) through local-sgd [42]], suppose that each client

maintains a variable ugm) and performs the following update:

) = Pyl — T, )
vi0m) (Utm)? B) = Vng(m)( gm)7 ytm); 8972))% -V, f(m) (xtm)’ yt Bf 2)
(m) (m)

where V1™ (u{"™; B) is client m’s the stochastic gradient of Eq. @), and (z\"™, y{™) denotes the
upper and lower variable state at the timestamp ¢, the P,.(-) denotes the projection to a bounded

ball of radius-r. Note that Clients perform multiple local updates of uﬁ’") before averaging. As for
Eq. (§), each client evaluates VA(™) (z) locally: VA(™ (z) = V, f™) (2, y,) — Viy g™ (@, Yo )u*
and the server averages Vh("™) (z) to get Vh(x). In summary, the linear structure of Eq. @) and
Eq. @ makes it suitable for local updates, therefore, reduce the communication cost.

m)

More specifically, we perform alternative update of upper level variable x; ", the lower level variable

yt( ™) and hyper-gradient computation variable ugm). For example, for each client m € [M], we

perform the following local updates:
u =y = u Vg @™ ™ By), wl) = P = 71 (™ B))

el = 2™ = (Vaf (2™, y ™ Bra) = Vg™ (2™, y ™ Bg)ul™)  (6)

Every I steps, the server averages clients’ local states, this resembles the local-sgd method for single

level federated optimization problems. Note that in the update of the upper variable x( ™) , We use

§ ™) as an estimation of u* in Eq. (3). An algorithm follows Eq. (6) is shown in Algorithm 2 of

Appendix and we refer to it as FedBiO.

Comparison with FedNest. The update rule of Eq.[6]is very different from that of FedNest [51]]
and its follow-ups [22} 156]]. In FedNest, a sub-routine named FedI[HGP is used to evaluate Eq. (IZ])
at every global epoch. This involves multiple rounds of client-server communication and leads to
higher communication overhead. In contrast, Eq. (6) formulates the hyper-gradient estimation as
an quadratic federated optimization problem, and then solves three intertwined federated problems
through alternative updates of x, y and u.

Note that Eq. [6| updates the related variables through vanilla grad1ent descent steps. In the non-
federated setting, gradient-based methods such as stocBiO [24] requlres large-batch size (O(e71))
to reach an e-stationary point, and we also analyze Algorithm 2 in Appendix to show the same
dependence. To control the noise and remove the dependence over large batch size, we apply the
momentum-based variance-reduction technique STORM [6]. In fact, Eq. () solves three intertwined
optimization problems: the bilevel problem h(z), the lower level problem g(z,y) and the hyper-

gradient computation problem Eq {@). So we control the noise in the process of solving each of the

three problems. More specifically, we have w( m) l/t(m) and q,gm

20, 3™ and o™

y(rf = V9" (x Eri,y,ﬁrf,fzy> + (1= cwad) (W™ = Vg™ (2™, (™, B,))
A( _ ( f(m)(.%'(m) B ) v (m)(w(m) B )u ))
t+1 t+17yt+17 fi1 t+17yt+17 t+1

+ (1= eaf) (1™ = (Vaf ™ (@ i’”),yt"” Bra) = Vayg™ (2™ 4™ By 1)ui™))

Cjt(:-nl) = (V 29(m) (xifl),yt(ﬂ),l?g 2>Ut+1 V, f(m)(xt-&-l’yt-&-l’gf 2))

+ (1= cua?) (g™ = (Ve g™ (@™, 4™ Byo)ul™ — 9, £ (2™ 4™ By 0)))
@)

) to be the momentum estimator for
respectively, and we update them following the rule of STORM [6]:



where c,,, ¢, and ¢, are constants, o is the learning rate. Then we update the x§’"), yt(m) and uim)

as follows:

i =™ =™ w1 = 2 = o™ ) =P —rag™)  ®)

where v, 1, 7 are constants and ay is the learning rate. The FedBiOAcc algorithm following Eq. (8)
is summarized in Algorithm[I] As shown in line 6 and 12 of Algorithm[I] Every I iterations, we
average both variables and the momentum.

3.3 Convergence Analysis

In this section, we study the convergence property for the FedBiOAcc algorithm. For any ¢ € [T], we
define the following virtual sequence'

M
z, = MZ 2 gy = MZ (m) t*%Zuﬁm)

m=1 m=1 m=1
we denote the average of the momentum similarly as &, 7+ and ¢;. Then we consider the following
Lyapunov function G;:

18nL?

_ _ 9bM .
(17 — gz, |1? + e — s, |I2) + & — — Zv g™ (@™, y ™2

Gt = h(z,) + Gy

9bMn 1 U
oy 19~ ST (Vg™ @™y yu™ =V, £ (@™ ™)) |2

m=1
M
* iy ”W_Mmz_:l(vwf( @™, ™) = Vg™ @™,y ™) ()

where y;z, denotes the solution of the lower level problem ¢(Zy, ), uz, = [V,29(Z, yz)] 'V f(Z, yz)

denotes the solution of Eq (@) at state Z;. Besides, 7, 7, 7 are learning rates and L, L are constants.
Note that the first three terms of G;: h(Zy), || — vz, |% ||tz — uz,||* measures the errors of
three federated problems: the upper level problem, the lower level problem and the hyper-gradient
estimation. Then the last three terms measure the estimation error of the momentum variables: w;, 7y
and ¢;. The convergence proof primarily concentrates on bounding these errors, please see Lemma
C.2 - C.6 in the Appendix for more details. Meanwhile, as in the single level federated optimization

)

problems, local updates lead to client-drift error. More specifically, we need to bound ||x§m) — 7))

Hy(m) 7¢]|? and ||u§m) — ]2, please see Lemma C.7 - C.11 for more details. Finally, we have the
following convergence theorem:

Theorem 3.6. Suppose in Algorithm we choose learning rate oy = t € [T), for some

[
(utt)173”
constant 6 and u, and let ¢, c,, ¢, choose some value, 1, 7y and T, r be some small values decided
by the Lipschitz constants of h(x), we choose the minibatch size to be b, = b, = b and the first batch

to be by = O(Ib), then we have:
19/31 4 16/3

7 2 ELIVHEI] = O(* 7= + )

To reach an e-stationary point, we need T = O(k%(bM)~te~1%), I = O(k®/3(bM)~1e=0).

As stated in the Theorem, to reach an e-stationary point, we need 7' = O(x8(bM)~te~1:5), then
the sample complexity for each client is Ge(f, ) = O(M ~k8e~1%), Ge(g, €) = O(M LBe=15),
Ju(g,€) = O(M~1k8e719), Hu(g,e) = O(M k3¢ 15). So FedBiOAcc achieves the linear
speed up w.z:t. to the number of clients M. Next, suppose we choose I = O(x%/3(bM)~1e=9), then
the number of communication round E = O(x'%/3¢~!). This matches the optimal communication
complexity of the single level optimization problems as in the STEM [29]. Furthermore, compared
to FedNest and its variants, FedBiOAcc has improved both the communication complexity and the
iteration complexity. As for LocalBSCVR [13]], FedBiOAcc obtains same rate, but incorporates the
heterogeneous case. Note that it is much more challenging to analyze the heterogeneous case. In
fact, if we assume homogeneous clients, we have local hyper-gradient (Eq. (3)) equals the global
hyper-gradient (Eq. (2)), then we do not need to use the quadratic federated optimization problem
view in Section 3.2, while the theoretical analysis is also simplified significantly.



4 Federated Bilevel Optimization with Local Lower Level Problems

In this section, we consider an alternative formulation of the Federated Bilevel Optimization problems
as follows:

M
min h(r) = Mﬂ;f( N, 5™, syl Eal;j%gﬁldmg( (2,y) (10)

Same as Eq. (I), Eq. has a federated upper level problem, however, Eq. has a unique lower
level problem for each client, which is different from Eq. (I). In fact, federated bilevel optimization
problem Eq can be viewed as a special type of standard federated learning problems. If we

denote 1™ (z) = (™ (z, y{™), then Eq. (T0) can be written as min h(z) = & SN hm(2).
z€RP

But due to the bilevel structure of h(") (), Eq. (T0) is more challenging than the standard Federated
Learning problems.

Hyper-gradient Estimation. Assume Assumption[3.TrAssumption[3.3]hold, then the hyper-gradient
is O(z,y,) = 37 Zﬁle ®(™) (2,y,), where (™) (z,y) is defined in Eq. (3), in other words, the
local hyper-gradient ®(™)(z, y) is an unbiased estimate of the full hyper-gradient. This fact makes it
possible to solve Eq. (I0) with local-sgd like methods. More specifically, we solve the local bilevel
problem h(™ () multiple steps on each client and then the server averages the local states from
clients. Please refer to Algorithm 3 and the variance-reduction acceleration Algorithm 4 in the
Appendix. For ease of reference, we name them FedBiO-Local and FedBiOAcc-Local, respectively.

Several challenges exist in analyzing FedBiO-Local and FedBiOAcc-Local. First, Eq. (3) involves
Hessian inverse, so we only evaluate it approximately through the Neumann series [39] as:

D (2, y;6,) = Vo ™ (2,y;€5) — TV2yg™ (2,45 &)

-1 Q
x > ] =7V (@,4:6)Vy f 7 (2, ;) (11)

g=—1j=Q—q

where {;, = {&;(j = 1,...,Q),&s,&,}, and we assume its elements are mutually independent.
®(™) (z,y;&,) is a biased estimate of (") (z, 7), but with bounded bias and variance (Please see
Proposition D.2 for more details.) Furthermore, to reduce the computation cost, each client solves the
local lower level problem approximately and we update the upper and lower level variable alternatively.
The idea of alternative update is widely used in the non-distributed bilevel optimization [24, 59].
However, in the federated setting, client variables drift away when performing multiple local steps.
As a result, the variable drift error and the bias caused by inexact solution of the lower level problem
intertwined with each other. For example, in the local update, clients optimize the lower level variable

y(™ towards the minimizer yiffz) , but after the communication step, (™ is smoothed among clients,
as a result, the target of y§’”) changes which causes a huge bias.

In the appendix, we show the FedBiOAcc-Local algorithm achieves the same optimal convergence
rate as FedBiOAcc, which has iteration complexity O(e~1-5) and communication complexity O(e~1).
However, since the lower level problem in Eq. is unique for each client, FedBiOAcc-Local does
not have the property of linear speed-up w.r.¢ the number of clients as FedBiOAcc does.

5 Numerical Experiments

In this section, we assess the performance of the proposed FedBiOAcc algorithm through two
federated bilevel tasks: Federated Data Cleaning and Federated Hyper-representation Learning. The
Federated Data Cleaning task involves global lower level problems, while the Hyper-representation
Learning task involves local lower level problems. The implementation is carried out using PyTorch,
and the Federated Learning environment is simulated using the PyTorch.Distributed package. Our
experiments were conducted on servers equipped with an AMD EPYC 7763 64-core CPU and 8
NVIDIA V100 GPUs.
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Figure 1: Validation Error vs Communication Rounds. From Left to Right: p = 0.1,0.4,0.8,0.95.
The local step I is set as 5 for FedBiO, FedBiOAcc and FedAvg.
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Figure 2: Validation Error vs Communication Rounds with different number of clients per epoch.
From Left to Right: p = 0.1,0.4,0.8,0.95. The local step I is set as 5.

5.1 Federated Data Cleaning

In this section, we consider the Federated Data Cleaning task. In this task, we are given a noisy
training dataset whose labels are corrupted by noise and a clean validation set. Then we aim to
find weights for training samples such that a model that is learned over the weighted training set
performs well on the validation set. This is a federated bilevel problem when the noisy training set is
distributed over multiple clients. The formulation of the task is included in Appendix B.1. This task
is a specialization of Eq. ().

Dataset and Baselines. We create 10 clients and construct datasets based on MNIST [33]]. For
the training set, each client randomly samples 4500 images (no overlap among clients) from 10
classes and then randomly uniformly perturb the labels of p (0 < p < 1) percent samples. For
the validation set, each client randomly selects 50 clean images from a different class. In other
words, the myj, client only has validation samples from the m;j, class. This single-class validation
setting introduces a high level of heterogeneity, such that individual clients are unable to conduct
local cleaning due to they only have clean samples from one class. In our experiments, we test our
FedBiOAcc algorithm, including the FedBiO algorithm (Algorithm 2 in Appendix) which does not
use variance reduction; additionally, we also consider some baseline methods: a baseline that directly
performs FedAvg [42] on the noisy dataset, this helps to verify the usefulness of data cleaning;
Local-BSGVR [13], FedNest [51]], CommFedBiO [35], AggITD [56] and FedMBO [22]. Note that
Local-BSGVR is designed for the homogeneous setting, and the last four baselines all need multiple
rounds of client-server communication to evaluate the hyper-gradient at each global epoch. We
perform grid search to find the best hyper-parameters for each method and report the best results.
Specific choices are included in Appendix B.1.

In figure [T} we compare the performance of different methods at various noise levels p. Note that
the larger the p value, the more noisy the training data are. The noise level can be illustrated by
the performance of the FedAvg algorithm, which learns over the noisy data directly. As shown in
the figure, FedAvg learns almost nothing when p = 0.95. Next, our algorithms are robust under
various heterogeneity levels. When the noise level in the training set increases as the value of p
increases, learning relies more on the signal from the heterogeneous validation set, and our algorithms
consistently outperform other baselines. Finally, in figure[2] we vary the number of clients sampled
per epoch, and the experimental results show that our FedBiOAcc converges faster with more clients
in the training per epoch; in figure 3] we vary the number of local steps under different noisy levels.
Interestingly, the algorithm benefit more from the local training under larger noise.
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Figure 3: Validation Error vs Communication Rounds with different number of local steps /. From
Left to Right: p = 0.1,0.4,0.8,0.95.
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Figure 4: Validation Error vs Communication Rounds. The top row shows the result for the Omniglot
Dataset and the bottom row shows MinilmageNet. From Left to Right: 5-way-1-shot, 5-way-5-shot,
20-way-1-shot, 20-way-5-shot. The local step I is set to 5.

5.2 Federated Hyper-Representation Learning

In the Hyper-representation learning task, we learn a hyper-representation of the data such that a linear
classifier can be learned quickly with a small number of data samples. A mathematical formulation
of the task is included in Appendix B.2. Note that this task is an instantiation of Eq. (I0), due to
the fact that each client has its own tasks, and thus only the upper level problem is federated. We
consider the Omniglot [31]] and MinilmageNet [46] data sets. As in the non-distributed setting, we
perform N-way- K -shot classification.

In this experiment, we compare FedBiOAcc-Local (Algorithm 4 in the Appendix) with three baselines
FedBiO-Local (Algorithm 3 in the Appendix), DistBiO and DistBiOAcc. Note that DistBiO and
DistBiOAcc are the distributed version of FedBiO-Local and FedBiOAcc-Local, respectively. In the
experiments, we implement DistBiO and DistBiOAcc by setting the local steps as 1 for FedBiO-Local
and FedBiOAcc-Local. We perform grid search for the hyper-parameter selection for both methods
and choose the best ones, the specific choices of hyper-parameters are deferred to Appendix B.2. The
results are summarized in Figure [ (full results are included in Figure 5 and Figure 6 of Appendix.
As shown by the results, FedBiOAcc converges faster than the baselines on both datasets and on all
four types of classification tasks, which demonstrates the effectiveness of variance reduction and
multiple steps of local training.

6 Conclusion

In this paper, we study the Federated Bilevel Optimization problems and introduce FedBiOAcc. In
particular, FedBiOAcc evaluates the hyper-gradient by solving a federated quadratic problem, and
mitigates the noise through momentum-based variance reduction technique. We provide a rigorous
convergence analysis for our proposed method and show that FedBiOAcc has the optimal iteration
complexity O(e~!-%) and communication complexity O(e~!), and it also achieves linear speed-up
w.r.t the number of clients. Besides, we study a type of novel Federated Bilevel Optimization
problems with local lower level problems. We modify FedBiO for this type of problems and propose



FedBiOAcc-Local. FedBiOAcc-Local achieves the same optimal convergence rate as FedBiOAcc.
Finally, we validate our algorithms with real-world tasks.
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A Assumptions

In this section, we restate all assumptions needed in our proof below:

Assumption A.1 (Assumption 1). The function f(")(x,) is possibly non-convex and ¢(™) (z, y) is
p-strongly convex w.rt y for any given z, i.e. for any y1, y2 € R?, we have:

m M
9™ (2, 1) > g™ (2, y0) + (Vg™ (2, 92), 2 — 11) + 5 llv2 — I,

Assumption A.2 (Assumption 2). Function f(™)(z, ) is L-Lipschitz, i.e. for for any z, 2o € X
and for any y;, y2 € R?, and we denote z; = (1, ¥1), 22 = (22,92), then we have:

£ 1) < 5 (22) + (VS (z2), 21— 22) + 1 = 2al P

or equivalently: ||V f(™ (21) — V£ (25)|| < L||z1 — 22||. We also assume and f(™(z, ) has
C¢-bounded gradient, i.e. for forany x € X and any y € R?, and we denote z = (x,v), then we
have |V f(z)]] < C;.

Assumption A.3 (Assumption 3). Function ¢("™) (z,y) is L-Lipschitz. i.e. for for any 1, xo € X
and for any y;, y» € R?, and we denote z; = (21, ¥1), 22 = (22,92), then we have:

L
9™ (21) < " (z2) + (Vg (2), 21 — 2) + a1 = 2l
equivalently: ||[Vg(™ (21) — Vg™ (25)|| < L||21 — 22]|. For higher-order derivatives, we have:

a) V9™ (z,y) and V29" (z,y) are Lipschitz continuous with constant L, and L,z
respectively, i.e. for for any x,, xo € X and for any y;, y2 € R¢, and we denote z; =
(#1,51), 22 = (2, 92), then we have: || Vg™ (21) = Vay g™ (22)]| < Layll21 — 22|
and [[V,290™) (1) — V29 ()[| < Lyl |21 — 2l

Assumption A.4 (Assumption 4). We have an unbiased stochastic first order and second order
derivative oracle with bounded variance, more specifically, denote z = (z, y), we have:

a) we have V f("™)(2; €), such that: E[V £ (z;€)] = V™ (2) and var(Vf™(2;¢)) <
o’

b) we have V("™ (2;¢), such that: E[Vg(™ (2;¢)] = Vg™ (2) and var(Vg(™ (2;€)) < 2.

c) we have V20 (z,¢), such that E[V,29"™(2;¢)] = V,29")(z) and
0ar (7,290 () < o

d) we have V,,9"™(2;€), such thatt E[V,,g" (2;6)] = Vig"™(2) and
var(Vayg™™ (,y;€)) < 0%
Assumption A.5 (Assumption 5). For any m,j € [M] and z = (x,y), we have: ||Vf(m)(z) -
Vf(j)(z)H < ¢ va(m)(z) - VQ(J)(Z)” < G vayg(m)(z) - meg(J)(z)H < Cgays
[Vy2g™ (2) = V299 (2)|| < Cgyy» Where (g, (g, Cgays Cg,yy- are constants.
Assumption A.6 (Assumption 6). For any m,j € [M] and z = (z,y), we have: ||V f(™)(2) —
vf(j)(Z)H < (s ||wa9(m)(z) - meg(”(Z)ll < Cgy Hvy2g(m)(z) - Vyzg(J)(z)H < Cgyys

Hyém) — yg(cj) | < g+, where Cr, Cg.zy» Cg,yy> Cg- are constants.
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B More Experimental Details and Results
In this section, we introduce more details of the experiments.

B.1 Federated Data Cleaning

The formulation of the problem is as follows:

M N (wal)

S

1 1 m
in h(w) = = 3 pomgyomy = L )
g )= 5 201t = 37 32 nzl ol
N
s.t. y, = argmin g(z,y) T nO(Y; )
yER? T M mzl nzl

In the above formulation, we have M clients, each client m € [M] has a pair of (noisy) training set

(tr) val)
{fm N ’”1 and validation set {£;" LN and Tmms M E [Nr(,fbr)] are weights for training samples,
y is the parameter of a model, and we denote the model by ©. Note that y,, is the model learned over
the weighted training set. We fit a model with 3 fully connected layers for the MNIST dataset. We

also use Lo regularization with coefficient 102 to satisfy the strong convexity condition.

In the Experiments, for FedNest and CommFedBiO, we choose learning rate 1 and hyper-learning
rate 10000, for FedBiO, we choose learning rate 0.5, hyper learning rate 1000, for FedBiOAcc, we
choose ¢ as 30, u as 10000, ¢, as 0.2, C as 0.2, 7 as 0.01, 1 as 200 and y as 1.

B.2 Federated Hyper-Representation Learning

| M LMo Ne Ny,
: — (m) (m) - (Tm,n). ¢val
i )= 5 2 S = 7 2 (2 (e 2 O™ 6)

. 1
s.t. yg(CT’"'*") = arg min g(va”)(Jc,y) = Nir Z O(x,y; ztr)
y€ER? m,n ;—1

In the above formulation, we have M clients, each client m € [M] has Ny, tasks and each task 7y, .,

val

is defined by a pair of training set {ft’"}Nm "™ and validation set {f”“l}jv"i ™. © defines the model, =
is the parameter of the backbone model and y is the parameter of the linear classifier. In summary,
the lower level problem is to learn the optimal linear classifier y given the backbone x, and the upper
level problem is to learn the optimal backbone parameter x.

The Omniglot dataset includes 1623 characters from 50 different alphabets and each character consists
of 20 samples. We create the Federated version of the Omniglot dataset. Firstly, we follow the
experimental protocols of [52] to divide the alphabets to train/validation/test with 33/5/12, respectively.
Then we distribute three alphabets to a client, in other words, we consider 11 clients in experiments.
As in the non-distributed setting, we perform N-way-K -shot classification, more specifically, for
each task, we randomly sample IV characters from the alphabet over that client and for each character,
we sample K samples for training and 15 samples for validation. We augment the characters by
performing rotation operations (multipliers of 90 degrees). We use a 4-layer convolutional neural
network where each convolutional layer has 64 filters of 3x3 [[L1]. For the MinilmageNet, it has 64
training classes and 16 validation classes. We distribute the training classes into four clients, similar
to Omniglot, we also perform the N-way-K-shot classification. We use a 4-layer convolutional
neural network where each convolutional layer has 64 filters of 3x3 [L1] for experiments.

In the Experiments for Omniglot, for FedBiO, we choose learning rate 0.4, hyper learning rate 1,
7 0.5, for FedBiOAcc, we choose § as 2, u as 10000, C), as 100, 7 as 0.5, eta as 1 and v as 0.4.
For MinilmageNet, for FedBiO, we choose learning rate 0.05, hyper learning rate 0.1, 7 0.01, for
FedBiOAcc, we choose § as 2, v as 10000, C;, as 100, 7 as 0.01, eta as 1 and +y as 0.05.
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Figure 5: Results for the Omniglot Dataset. From Left to Right: 5-way-1-shot, 5-way-5-shot,
20-way-1-shot, 20-way-5-shot.

C Proof for Global Lower Level Problem

This section includes proofs related to the Federated Bilevel Optimization problems with global
lower level problems (Eq. [1). First, we have the global and local hyper-gradient Vi(z) = ®(z, y,),
VA () = &™) (z,y,) as defined in Eq. Iﬂand Eq. |3} and the following proposition:

Proposition C.1. Suppose Assumptions[3.2)and [3.3|hold, the following statements hold:

a) vy, is Lipschitz continuous in x with constant p = k, where k = % is the condition number
of g(z,y).

T1;Y1) — L(T25Y2 _A Ty — T2 Y1 — Y2 ,wereA: k).
b) [|®( ) — ®( )P < L2(] 12+ 1), where L = O(x?)

¢) h(z) is Lipschitz continuous in x with constant L i.e., for any given 1,15 € X, we have
|Vh(xs) — Vh(z1)| < L2y — 21| where L = O(K3).

This is a standard results in bilevel optimization and we omit the proof here.

C.1 Proof for the FedBiOAcc Algorithm

In this section, we prove the convergence of the FedBiOAcc Algorithm. To simplify the notation, we
denote

i = Vo f @™ g™ €p1) = Vayg ™ @™y ™ 6 )ul™,
and we have:

Bt = Vo f (@™, y™) = Vayg™ (@™, 5™ yug™
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Figure 6: Results for the MinilmageNet Dataset. From Left to Right: 5-way-1-shot, 5-way-5-shot,
20-way-1-shot, 20-way-5-shot.

where the expectation is w.rt {{51,&,4,1} at iteration ¢, we denote ,ugm) =E [,ui 5) | for short.
Similarly, we denote

Pgrg) - VyQ.g(m)( Z; ’yt 769 2) ™) +vyf(m)(x§m)vyt(M)a€f 2)
and we have:

Ee [pg’"g)] _ vy2g(m)( Em)’ ygm))ul(tm) + Vyf(m) (xgm)’ yt(m))
where the expectation is w.rt {€7.2, &2} at iteration £, we denote p{™ = E¢ [pﬁ"g)] for short.

C.1.1 Hyper-Gradient Bias and Inner-Gradient Bias

Lemma C.2. Suppose we have c,a? < 1, then we have:

2 » 2_ 2
B[ - 7l’) < (- cund B [ffics — s [7] + X

AL3 ) ) o) m)
+5arz 2 Bllla™ =2 + )
m=1

8% m (m
+gar 2 Elllud™ -]

m=1

2

~ L3, C
where L3 = (L2 + u—f) and the expectation outside is w.r.t all the stochasity of the algorithm.
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Proof. First, we have:

E[|l — pil|*] = E[||pes. + (1 - cu0?_ ) (@1 — Pr-1,8.) — r||’]
=E[||(1 = cuci_1)(Gt—1 — Pr—1) + (Pe.8, — Pt + (1 — cuf_y) (Pr—1 — Di-1,8,)) H2]

]

< (1= e DE[||Ge—1 — per||’] + E[||pe.s, — pe + (1 — cu@? ) (Be—1 — Pr—1,5,)

< (1—cuat2 1) [Htjt 1~ Di— 1H2]

e S 5 B[ -5 + (- cud )G - )
m=1¢&, €8,

’

where the first inequality uses the fact that the cross product term is zero in expectation, the condition
that ¢,? < 1 and the second inequality follows that samples are independent among clients. We
denote the second term of above as 77, then we have:

((l) m m m m m
Ty < 2ewof 1 PE[lpfe) — o™ 7] + 20 - cun B[l ~ 5" e, — 0~ D7)

®) 2 \2 2 (m) _
< 2(cup_q)°0 +2E[Hpt§z pt 1§ZH ]

where inequality (a) follows the generalized triangle inequality; (b) and the bounded variance
assumption. We denote the second term above as T 2, we have:

T1z = 2E[[ Vg™ (™ yi™ &g 2)uf™ + V, 0 @™ ™ ¢,2)
— (Vg™ @™ ™ € 2)u™ + T, F @™y 64.2)) |
54E1|vyf<m>(xt L™ Bra) = V@M g Bra) |
+4E([ V29 (@)™ 4™ By )ui™ = Vyag™ (@™ ™ By g™ |
<zt 4 TR 4 ]+ SR —
Combine everything together finishes the proof. O

Lemma C.3. Suppose we have c,a? < 1, then we have:

2(01/0%2—1)2 2

E[||7n — u|*] < (1= cood DE[||7r-1 — fu||"] + ~—r °
4Z~;2 M m m m m
+be}2m:1E[”$§ P a1 ™ -y
8L? & m (m
NNYE m:IEHM = w1

~ 2 2
where L? = (L2 Lﬂic) and the expectation outside is w.r.t all the stochasity of the algorithm.

Proof. First, we have:

[||17t*ﬂt || ] [HHtB + ( 1*‘31/0%2 1) (Wt-1 — fie-1,8, ﬂtHQ]
*E[H 1—c,a? 1)(Vt 1*!%—1) (Mt,BmfﬂtﬂL(l o0y ) (i1 — flo— 1,B, ))HZ]
<(1—cpa? ) E[||7e— 1—[_&71”2]"‘&3[“/«_&6 — fie 4+ (1= v ) (i1 — fie—1,5, )Hz]
§(1—cyaf_1)E[Hﬁt 1~ [t 1|| b2M2 Z Z E },U - m)+ (1—coaf 1)(/~Lgm) Nimi 5w)||2]
m=1&,E€B,

where the first inequality uses the fact that the cross product term is zero in expectation, the condition
that ¢, < 1 and the second inequality follows that samples are independent among clients. We
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denote the second term of above as 77, then we have:

(a) m m m m m
Ty < 2(c,0? B[y — wf™ "] + 21 = eva? B[ — ™ e — (™ = D]

(0)
< 2(cpai_q)’c +2E[H“t L _/“‘t 1&” ]

where inequality (a) follows the generalized triangle inequality; (b) and the bounded variance
assumption. We denote the second term above as T} 2, we have:

Tiz = 2B Vo f (0™ 5™ Bra) = Vayg ™ (™, 5™ By, )uy™
_(wa(m)(x§m£7yt 1781”1) meg(m)(xgm%vyt 17897) —1)“2
< AE||V, £ (@™ ™ Bry) = Vo O (2, 4t By ) |
+ 4B (| Vg™ (™ 5™ By )uf™ = Vg™ @),y By u™

2
2L% C'f

<417+ JE[a™ = ™" + [lot™ — "] + SL2E[fuf™ — ™))

Combine everything together finishes the proof. O

Lemma C.4. Suppose we have c,a?_, < 1, then for t # t,, with s € [S], we have:

1 & m(m
Efllo - 55 Z%g(’")(xi ™)1

. . CwOl2 2.2
S( Cwat 1 Hwt 1—7 Zvyg x1(5 1)7y1§ 1) || ] btiMl)o—
Yy
212 U m
+ i 2 Blled™ =2+ ™ — o)
1 m=1

where the expectation is w.r.t the stochasticity of the algorithm.

Proof. First, we have:

El[|w: — - Z Vg™ ( xt ,yt H ]

1 M
Z VQ(m) t yt )7By)
m:l
m m m m m 2
+<1—cwa?,1><w£) vyg ™ (2™ g By)) = Vg™ (™, g N |17

1 m
B[ o @1 — o 3 Tag ™4

m=1
M
1 m m m m
+ 27 2 (Vug ™ @™ ™ By) = Vg (@™ ™)
m=1

m m m m m 2
+ (1 - coa? ,)(V, g< ><x£ L™ = V0 @)y B )]

(@) m m
< (1 Cwat 1 |wt Y Z v g(m) :CE ivyt( 1) Hz]

sz2 SE S T 0™6) - 9y, )
m=1 §,€B,

+ (1= cwad ) (Vg™ (@), ™)) = 9,90 @)yt e ) |17
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where inequality (a) uses the fact that the cross product term is zero in expectation and the condition
that ¢, < 1,t € [T, furthermore, the samples are sampled independently on clients.

We denote the second term in the above inequality as 77, we have:

(b) m m m m m
Ty < 2(coad ) E[[| Vg™ (@™, 4™ &) — Vg™ (2™, 4i™)||7]
+2(1 = coad ) 2E[|| = Vyg™ (2™, y™)

m m m m m m m m 2
+ Vg™ @™,y ™, &) + Vg™ (@™, ) — Vg™ (@™ ™ )|

(¢
< Q(Cwagfﬂ +2E[HV g(m)( Ly »yt 75y) Vyg(m)(xg 1,yt 1751/ H ]

(d) m m m) |12
< 2(ew0} 1)’0” +20E[[|of™ — 2| + [l™ — ||
inequality (b) uses the generalized triangle inequality; inequality (c) follows the bounded variance
assumption [3.4] Proposition [E.Z} inequality (d) uses the smoothness assumption [3.3] O

C.1.2 Lower Problem Solution Error

Lemma C.5. Suppose we choose 7 < i and oy < 1. Then for t € [T, we have:

2 2,2
_ ,u’yat Yar at _ 9k“N oy | _
141 — Yo I° < (1 - Mae =z, 1> — & |* + W”WHQ
9’YCVt m m _ 9'70% m m _
§ju“ 2 + lyi™ - 5l%] + H—}:%g((%ﬁhfww

m=1

Proof. First, we exploit Proposition [E.5| and choose the function g(Z;, -), by assumption it is L
smooth and p strongly convex, and we choose v < ﬁ and a; < 1, thus:

o 2a 4dva
1< -5 12— 2y 2 4+ 2

1 IVyg(@e, Ge) —@el*. (12)

|Ft+1 — Yz, Mve — vz,

Next, we decompose the term ||J;41 — Yz, . ||* as follows:

_ 4
1Fe1 = Yoy I? < (1 + i)Ilym Yo ll? + 1+ ——)yz, — Yo, 17
e

My

<(1
f(+4

N1 — vz 1 + (1

4
VR2(|Ze — Togr || (13)
Qi

where the second inequality is due to case a) of Proposition 3.9. Combining the above inequalities[T2]
and[T3] we have

2
pya /wozf o Yo
1+ 2220 - R 1 &

4
4
IVyg(Ze, 5e) — we* + (1 + W)Hznzaf||z7t||2

||gt+1 Yz H2 < )”yt Yz,

Wyou ) 4fyat

1
+(+4

Since we choose v < oy < 1, we have:

2L’

2,22

1
(1+ 5
and —(1 + £224) < —1 (1 + 822t) < 9 pyoy < 4. Thus, we have

_ Py Ix*n oy
G241 = Yz 17 < (1 = 7B = e, —

20 Iva
12 = I el + =
24y

4

Hvyg(ﬂ%yt) we||* + (|7 ||

T
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For the term 7 in the inequality above, we have:

M
= = — = 1 m m m
19090, 5) = @ll* < 209096050 = 37 37 Vo™ @ 5™

M
1 m),.(m)  (m _
+257 2 Vig™ @™, y™) — @

m=1
202 L m m -
< =27 (™ = & + ™ - 7l1)
m=1

M
1 m _
+20 27 > Vg™ @™, ™) — wl?
m=1

This completes the proof. O

Lemma C.6. Suppose we choose 7 < 57 and oy < 1,7 = Lf . Then for t € [T, we have:

_ UTO N 72 at 9/<;2n2at _ Iroy . _
41 — uz,,, |I> < (1 - M — uz, | = —= 13> + ———&l* + 15— ?
4 2ur
187(1 L2 B 187'04 L? 2
- Z lat™ = 21? + g™ = 5ell?] + —— Z Juf™ —
m=1

s a0
where L3 = (L? + ;72) is a constant.

Proof. First, we exploit Proposition|E.5| and choose the function 127V g( z,yz)z—V, [ (Z,yz) T,
by assumption it is L smooth and p strongly convex, and we choose T < 5 and oy < 1, thus:

/J,Tat 7' Olt

47’th
Mae = uz, |* I” +

41 — uz, |* < (1— — & IVy29(%, yz )t — Vo f(Z,y2) — @l
where we also use the fact that
i1 — uz, ||* < |l — TGy — uz, |

forr = % > ||uz, ||- Next, we decompose the term ||G¢+1 — uz, , [|* as follows:

_ _ 4
11 — vz, |7 < ( )IIUt+1—%J\”(HH)H%—uamlIIQ

HTO

4 -
< (1 2 — Uz 2 1 L2 = _ = 2
<1+ M1 —ug, ||* + (1 + TTat) 1Zt — Teta|

where the second inequality is due to case a) of Proposition 3.9. Combining the above inequalities[12]
and[T3] we have:

HT O

_ _ 72 Oét
[t 41 = uz, |2 < (1 M —ug, ||* — la:?

9T()ét

9E2n2at N
———||&?

IV y29(Z, yz) s — Vyf(f,yf)ﬂitH2+ o

T,

where we use the fact that 7 < 5 L, oy < 1 For the term 77 in the inequality above, we have:

Ty <2||V29(Z,yz )ty — Vy f(Z,yz) — pell? + 2(|pe — @
< 2Hvy"‘g(f7 Yz )t — Vy f(T,Yz)
M
1 m m m) m 2 _ _
=37 2 (Vg™ @™ ™™ + 9, 0 @™ ™) [P+ 2lpe - @
m=1

21



We denote the first term of the above inequality as 77 ;, we have:

M
1 m m
Ti1 < 4||Vyf(i‘,yi) - M (Vyf(m)(xg ),Z/t( )))H2
=1
al 2
+4/[V,29(Z, yo ) Z D™,y ™) |
4]2 SLQQC? m 2 M 2
< (ﬁ+u37)mzl [lf™ = 2| + [loi™ — ]| mZ: " -l
Combine everything completes the proof. O
C.1.3 Upper Variable Drift
Lemma C.7. Foranyt # t4,s € [S], we have:
o™ = @12 < 1o Z v =l
t—1 ,
™ =gl < Iy? S ad|jwi™ — @
ez{sfl
t—1 ,
™~ <17 37 a?]g™ -
525571
Proof. Note from Algorithm and the definition of 7, that at ¢ = ; with s € [5], xgm) = Ty,
for all k. Fort # ¢, with s € [S], we have: :Ugm) = xg ™ oy 1Vt( 1), this implies that:
a2 = xgzn)l — é;iilnaguém) and T = T, , — Y.y_; , noud. So for t # L, with
s € [S] we have:
t—1 t—1 9 t—1 9
™ =l = [lof”, =2, = (30 maey™ = 37 naem)|P =1 30 nar (™~ m)]|
Z:{371 szs—l Z:{371
t—1
<1 37 aflly™ —wl
525571

We can derive the bound for ||yt(m) — 5;||? and|[u{™ — @,|? similarly. This completes the proof. []

Lemma C.8. Suppose nay < ——, then fort # ts, s € [S], we have:

Z Elo{™ - 5>

M M
(1 - w) Z Elvf™) = 7 |? + 81133, Y E[2llnzea]]? + [hw™)|?] +1612%07_, Y Ellre™}|?
m=1 m=1

16IL ’

+1281(c,0f )23 Z E[|jof™ — @|* + |Jy™ — @||*] + 321 (cvo?_,)*L? Z El|u{™ — a|”
m=1 m=1
> 20 2 \2-2 2 Cf gzy
+ 8IM(c vy _4) . + 321 M (c,a_1)"Cy +64I(c,a? )2 M L9

where the expectation is w.r.t the stochasticity of the algorithm.
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Proof. Fort # t,, we have:

E[of™ — ml? = E[|ulg + (1 - coa? ) (1™ — 1™ 5.) = (e, + (1 —cna? ) (71 — fie-18,)) |

( )

(m)

= E[|(1 — csa? ) (™) — 1) + 1l — s, — (1= coa? ) (1™ 5, — 1)

1 m —
(14 (1~ cvaf )Ellpy™) — 7

+ L+ DE||ulE — fies, — (1 —coa? ) (™ 5, — Be-1,8,) |

—
INg

2

< (14 7 ) BT = sl (1 DB = s — (1 oo ),

(14)
where (a) follows from the the generalized triangle inequality.
Next we bound the second term of the above inequality:
M 2
Z EHM?Z;)T — B, — (1 — Cva?—l)(ﬂgmf B ﬁt—l,Bm) H
m=1
M 2 M 2
<23 B, — s — (4" s, — Aeors) |7+ 2e0d)? DB 5, — s,
m=1 m=1

where the inequality follows the triangle inequality. We bound the two terms separately, for the first
term, we have:

S ( ) 2 (@) & )
Z EH#;& — B, — (#ETLBE — 1) < Z EH#%) - #iml B ||
m=1 m=1

M
S ZEHV»Lf( im)ryim);fﬁl)_vag(m)( 1(5 7yt 759 1)

m m m m m m 2
( f( )(xt 17915 1)’£f1) :Cyg( )(xg zvyt( 1)7591) ( ))H

2
(22 12 2L; Cf) I (m) _ (W)HQ I (m) _ —|—4L2 Ell (™ 2
s ( + [xt VS ol | V7P |” [l Ut H
m=1 m=1
M
<2030}, > B[P + e Hﬁ4ﬁ%1§zmmww2 (15)

m=1

where (a) follows Proposition (b) follows Proposmon and the fact that x(m) ( ) when
t # ts; Next for the second term, we have:

M
S Elu™ s, — s | = ZEHM Vs, — i = (e, — o) + " = |

@ i (m . o m
<2 Z EH/‘E—%,BI - :“EQ% — (fit-1,8, — ﬁt—1)||2 +2 Z EH,uEJ - Iat,luz
m=1 m=1

b M
< ijéﬁﬁfm@H+QSEwm)ﬁpm2 (16)
m=1

T1 T2

23

- ﬂtfl,BI)
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Note for the term T} of Eq. we have IEH MgTi,B - /LE
assumption; Next for the term 75, we have:

™) || by the bounded variance

M
= Z [V f ™ (@) ™)) = Vg™ (), 5l

L1 Ye—1)Us—1

M
Z V., fg) (J)1 yt(J)l) meg(])( () (J)) (J) )H

Ty 15 Y1
j:1
212,C?

< 1622 ) S ™ - ] 4422 3 B P aaicp o+ S e
- M2 Ly Tt Yt Yt Uy Uy I 3

m=1

m=1

Finally, combine Eq.[I3] Eq.[T6 with Eq.[T4]and use the fact that I > 1, we have:

Z Elloy™ — 7,2

1 M ~ M
)Y B — o |? + 810307, Y E]
m=1 m=1

™ 12 + e i™ 2] + 1610202 Z Ellrq\™)||?
W

T
- 2 1 2 - 2
+1281(c,ai_4) Z |w,(5m) - Et|‘ + Hyt(m) - zth } +32I(c,a?_1)?L? Z ]EHugm) — ﬂt”

m=1

22,
+8IM(cuaf_1)22—+32]M(cl,af_1)2cjge+64I(cyozf_1) i

We separate the term 7 with triangle inequality to get:

Z Elloy™ — 7,2

M
1 m —
<1 +7+ 161L3n%a? 1) ;JEHV,E_E — pq?
M M
+81E302 3 E[2llnz | + ™% + 1612203, S Bljrg™)|?
m=1
M
+1281(c 0 ,) Z

M
™ = 2+ ™ = "]+ 8200222 3 Bl

m=1

02 2
+ SIM(cuaf_l)QZ— +32IM (cy0? 1)%CE + 64I(cya§_1)2M$

This completes the proof.

Lemma C.9. Suppose vyo; < 16%, then for t # ts, s € [S], we have:

m) 33 m
2 Ell™ P < <1+321) ZEHwt | =P+ ATTRa? mZE @ |+ ™))
M
+ 8T M (cpa?_ )2 zT +16IM (cpa?_ )22 +161L%(coa? )2 S E[llal™) — 21 ]?]
Yy m=1

M
+161L%(cu0? 1)* > Ef|ly™ — ge-1?]

m=1

where the expectation is w.r.t the stochasticity of the algorithm
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Proof. By the update step in Line 7 of Algorithm for t # t,, we have:

M
m - m - m m 1 j i i
El&y™ —@* = El|(1 = coof 1) (@) = @) + Vyg " (@™ ™, By) = 55> VgD @y B)

j=1
—ﬂﬂmﬂmmmmpﬁm3-*2%gwﬂ@%@wz
< (14 (1= cuad B[l —
+uﬂmww<w”%wsg~—2v¢ﬂ“)m6>
j=1
— (1= cwad 1) (Vyg "™ (=™, ™, By Zvyg (@102 B) |1
(7

where the inequality follows from the the generalized triangle inequality and the condition that
2
cuoy < 1.

Next we denote the second term in Eq.[T7|as T}, then we have:

M
Ty <2 Z EHVyg(m)(xl(Sm)ayt ,By)

m=1

M

m m 1 m 2
— (Vyg™ (@™ ™ B,) — VgD @y, ™ By) ||

L'Mi E\

M
M M 4
+ 2(cwaf_1)2 Z IEHVyg( (xgm%,ygml), Z (J) (])1,y£i)1»8y)”2
m=1 j=1

We bound the two terms separately, we denote them as T ; and T  separately, then we have:

(a) M
Ty < S E|V,g™ (@™, 4™, B,) — Vg™ (@™, ™, B,

m=1
(®) 2 M (m) (m) 2 (m) 2 9 M (m) 2 (m) 2
< L2 E[la{™ = a2+ ™ = w0 < L2y Y B[l ™ + w11
m=1 m=1

(13)
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where (a) follows Proposition (b) follows Proposition b) and the fact that :ﬁg ™ = xﬁm) nd

g)t(m) = y,gm) when t # t,; Next for the second term, we have:

M

m=1

M
Z (v 49 mt 17ytj)1 By) - vyg(j)(xng—)byt(j—)l))

+Vyg( (wimfayt 1) _*ZV 9]) 71 yzgj)l)H

(b)
<2 Z EHvyg(m ffgmi, ygml)’ By) - vyg(m) (xgm%’ yt(mf)H

m=1

M
1
4 Y BV (@1 gi-1) = Vg (@1 i)

M
+4 Z EHVyg(m) (xETi7yt(T1)) - Vyg(m)(ft—b Ue—1)

m=1

Z 9D (@1, Ge1) = VgD (@) y2)||” (19)

We denote the three terms above as 1% 2 1 — 17 2,3 respectively. For the term T o 1 of Eq. @ we
have T} 21 < 2Mo? /b, by the bounded variance assumption; For the term 77 5 o of Eq. |19 . by the
bounded intra-node heterogenelty assumption we have T 9 o < 4M § 2 Flnally, For the term 77 2 3

of Eq.[T9}

M
T1,2,3§4ZEHVy9( )(ximf,yt 1)) Vyg(m)(ft—l,ﬂt—l)HQ
m=1
M
<AL? YT E[|a™ - 7 |? +4L22 ™ = ge-111?]
m=1

Finally, combine Eq.[I7] Eq.[I8] with Eq.[TI9]and use the fact that > 1, we have:

STE[o™ —@)? < (1+ Z Ellw™ — @ |2 +4TL2 a2 Z E ||w§’“>u2 12
= m=1

T1
0.2
+ SIM(cwaf_l)Qb—

Yy
M
+161M (0} 1)C2 + 161L (coa? 1)* Y E[flaf™) — 21 ?]
m=1

M
+161L%(coad1)? Y E[Iyi™) — Gi-a?]
m=1

26



We separate the term 7 with triangle inequality to get:

M M

(m)  _ 1 m) -
S Bl —al? < (14 + 81272 ) DBl - P
m=1 m=1

M
—|—4IL2a ZE 2| y@— 1||2+ ||77Vt || }

m=1
2

+ SIM(cwaffl)QZ—

Y
M
+161M (cp0f 1)C2 +161L%(coa? 1)® Y Efflat™) — 21 ]%]
m=1

M
+ 161 L% (c,a? )2 Z E ||yt(T1) — Gr1|?]
m=1

This completes the proof. O

Lemma C.10. Suppose Tay; < then fort # ts, s € [S], we have:

_1
32IL’

M
ZEH*’”) —al” < (1+321) ZEllqt Gl + 810507y 37 Eflwf™IP + ") ]

m=1
M 2
_ g
+ 32 L2007 Y El|r g | + 8IM (euaf 1)
m=1 *

C2C2
+ 16IM (cy0f_1)*CF + 32IM (cuai ,)? %

M

+641(cu0? )P B3 S E[el™ — 2" + |l — 5]
M

+161(cy0f 1)L > El|uf™ — |

where the expectation is w.r.t the stochasticity of the algorithm.

Proof. Fort # L, we have:

E[¢™ — @l =E||(1 - cua?_) (@™ = @—1) +0ig. = Brs, — (1= cua?) (0™ 5. — D18, ||

1 m) -
< (1 P~ cuof )’Elg") — g
_ _ 2
+ (1 + DE|lpE, — pes, — (1= cund ) (") 5, = Pr15.)|

where the inequality follows from the the generalized triangle inequality and the condition that
2
cyoy < 1.

Next we sum over M for the second term in Eq.[T7]and denote it as 77, then we have:

M M
<2y Ellp\y. — prs, — (0" 5, — Pe-15,) * 4+ 2(cua?_,)? > Ellp™ 5,

m=1 m=1

2
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We bound the two terms separately, we denote them as T ; and T » separately, then we have:

(a) M (m) (m) 2
Ti1 < Z EHpt,B, _pt—l,BTH

m=1
M

f m m m m
< 2(L% + ) ST E[af™ - 2™ + y™ - ’M+4LQZEHW ud™ |2

m=1 m=1

sﬁéailz (T2 + wi™ 2] + 4L2a?_ zEnrqu’"luz

m=1

where (a) follows Proposition (b) follows Propositionand the fact that igm) = xim) and
~(m) (m)

9, =wvy;  whent # ts; Next for the second term, we have:
M 2
Ty = Z EHpir_niﬁ fpﬁm) (Pt-1,8, *ﬁt—l) +p§2ni *ﬁt—l”
m=1

Oppet m .
< 2ZEHp§—i,Bm ( )H +QZ]EHP15 iy 1H

We denote the two terms above as T 2 1, 11 2,2 respectively. For the term T 2 1 of Eq. @ we have
T <2M o2 /b by the bounded variance assumption; For the term 77 5 5 of Eq. we have

2 2 M
Tyos 16(2 + 220) ST B[t — o]+ ™ — )]
m=1

MC22
+4L? Z Ellul™ — a||” + 403 + S0 o Cf;g‘”yy
m=1 ' H

Finally, combine everythin together and use the fact that / > 1, we have:

Z E|lg™ — @l < Z Ell¢\™) — Gi|? + 81L3a7_, Z E[Jlvw™ 12 + ™12

+16IL%a2_, Z E|7%¢{™ |
N———’

Th

’ 3%
+ 81M(cua§_1)2(;— +161M (cu0? 1)2C2 + 32IM (¢ a?_,)? fuq’”y

M
+641(cy0? ()20 S E[||la™ -z
m=1

M
™ = gl |"] + 161(cu? )L Y Eful™ — @)

m=1
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We separate the term 7} with triangle inequality to get:

Z El|g™ — @||* < <1+ +321L%7%02_ 1) Z Ell¢\™ — g_1|?

m=1

M
+8IL307 1 > Elhw™ 1 + v |1?]
m=1

M 2
+32IL%a? | Z E||7*q -1 + SIM(CuO%Z—l)Qi
m=1 bm

c%¢?

+ 16]M(cuaf,1)2@2r + 32[M(cuaf,1)2%

M
+647(cu0? )23 SO E[[Jel™ — & + o™ — 5]

m=1

M
+161(cy0? )20 > Ellui™ —
m=1

This completes the proof. O

Next to simply the notation, we denote At EHDt 2 B = E|y — yz,|1% C: = E||a —
31 St Vg™ " "I e = 5y T 1E||u(”” —nl? B = Enﬂth F, = Ellar .

Gt L 1E||w<’”> — &% Hy = E[|@ — 5l?) I = Elllae — ug, |2 Jy = Ellg,™ — @I
= EJ|g:1%.
Lemma C.11. Forn < mm(ﬁ—,f:,f—z,l), v < min(g—j,g—j,%,l), T < mm(L L— ,%) and

oy < 16LI’ where L = max(Ll,Lg) we have:
is—l ts_l 2 3 2 2
coai o a3
Z OztDt < Z atEt +OétFt +Otht + L2t bf Lgt 3
t21§571 t= tc 1
n aap ‘LZ + cpaf ‘LQ CEQ?CJ% cia?@fc 2¢) Cf gay | dchof CJ%C;yy)
L2 by L2 by L2 L2 L2 p? L2 p?
fo—1 fo—1 )
2c2 a3 o2 20 ol
Z oGy < z OétEt + o Fy + 0 Qy + 5}2 ! ! C2
t=ts_1 t=ts_1 L by
L 20t dato? cai cia?C% ot iy 26308 i)
L2 by L? by L? L? L2 p? L2 u?
ts ts—1 2 .3 2 2 3
ciai o ciay o
t tz:lJrl OétJt t;l (atFt + OétEt + Otht + L2 b + L2 g
Laada?  dato’ ol qeiG  caf Cflay | A0cad Oy )
L2 by L2 by L2 2L2 L2 p? L2 w2

Proof. Based on Lemma 8| for t # t,, we have:

17 ~
Dy < (1+ —)Dt L+ 16IL202 n?Fy 1 + 1610307 v?Fy_y + 1611202 \7*Gy_1 + 32IL%*7%0? | J; 1

161
2 2 4 )2‘<92,ry
+32IL* %02 Qi1 + 8Ic%a}_ 1b——|—32]c o 1Cf—|—64lc b 3
t—2 t—2 t—2
+128 L ol Y of DI+ 128I° L3yt Y afGi+RIPLPTal Y ofd,
l=ts_1 l=ts_1 l=ts_1
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while for t = f,, we have Dy, = 1/M "M | EHV{m) — ;. ||* = 0. Apply the above equation
recursively from £,_; + 1 to t. so we have:

¢
17 5 8 5
RS (chﬁ) “(16TL302n>Ey + 161L202v>F, + 161L30272Gy + 321 L27%a2J;
l=t,_1
2
+ 321 L*7*a;Q, + 8Ic}, a@b—+32lc2a;*<f+641 2oy 29T ng 2y
-1 —1 -1
+128[2L277202a£ Z alDZ+128]2L27202ae Z aeG¢+3212L27' caj Z a%JZ—)
I=ty_, I=t,_, I=t,_,

< Z (481L2a3n*Ey + 481 L3 0}~ Fy + 481 L3 a3~v* Gy + 961 L 20} J,

= ts 1
<2
+96]L27'2a?Qe+24Icgagb—+96102a 2+ 192120t i g2y
-1 -1 -1
+384I2L%772c2a5 Z alDZ+384IQL%72c2aZ Z %G5+96I2L27203a2} Z a2J;
{= te_1 225571

I=ts_1

The second inequality uses the fact that ¢ — [ < I and the inequality log(1 + a/x) < a/x forz > —a
so we have (1 + a/x)* < e®, Then we choose a = 17/16 and = = I. Finally, we use the fact that

el7/16 < 3.
Next we multiply o over both sides and take sum from #,_; + 1 to ¢,, we have

2
Z a; Dy
t=ts_1+1
ts—1 t—1
< > o Y (BILIan’Eq + 48IL7 07y Fy + 481 L0y Gy + 961 Lm0 J,

t=ts_1 l=t,_
ng zy

+ 961 L2202 Qq + 2412 a/b— +961cs0yCF + 1921,

l— — 4
+ 38412 L2 n* 2ot Z a?D; + 38412 L2~ 2o Z a2Gy + 961° LT >
= I=t,_ I=ts_1

|
[

s

—~
Q
=

(SIilatanEt + 3IE10¢%’}/2Ft + 3[I~/1at2’yQGt + 6ILT204t Jt

<
t=ts_1
3Ic2at o2 6IcZaf(?  121c2a4 C3C2,
+61LT2OZ?Q1§+ VNti ~tf+ vt f2,y
2L bs L L W
t—1
+ 3212 L2t Z 2Dy + 32I°Liv*2at Z a2Gy+ 612 LT%c2a) Z
l=t,_1 l=ts_1
0 3 3y 34? 372 372
S Z (%OétEt‘F ]tgatFt‘i‘ :erGQth“r 3 OétJt 3 Otht
t=t,_1
sl ot NG 38t Ol | wid
3212 by 8L2 4L2 ;ﬂ 8 % 16312 L4
22 3r2¢c y
i atJt)

8+ 1651204 ' T 8 1641214
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In inequalities (a) and (b), we use @y < — < —Lt—. Note that Zi;t—sﬂ_ﬂ oD =

- 16LI — 16L:I
©5 auDyas Dy, =Dy, =0.
Then if we choose 1 < £- andv < =, 7< iz, we have
ts—1 ts—1 2 A2 2 72
Z oDy < (ZatEt + ZatFt +7 Oéth + Py + *atQt

2 37+2 2 -2
012/?? 12 cyait Cf 02~ 3 Cf 9,TY ) (20)
8L2 by 212 L2 p?

Based on Lemma|C.9] for ¢ # ,, we have:

3
G; < (1 + 321) Gy +8IL*n%a? Dy 1 +8IL*n%a? |E; 1 +8I1L*y%a? |Fy_

t—2 t—2
+8Icta} 1b —1—161020421 1C + 167 L*n*c o}, Z a? Dy + 1612 L% ol | Z el

Yy 1 l=ts_1

Follow similar derivation, by recursively applying the above inequality, we have:

t—1
G < Y (AIL*p’aiDy + 24IL*p 07 By + 241 Ly 0} F,
l=t,_1

2 -1 -1
+24Icia§(;— +48[cia2}§g +481°L*n*ct o Z oDy + A8I°L*y*c o Z a2Gy)
Y

0=ts_1 0=ts_1

Next we multlply oy over both 51des and take sum from ¢,_; + 1 to Z, use the condition that

Y < 1 16IL < 161L’77 < - andfy < =, we have:
to—1 fo—1
s E 1 1 1 Czag 2 Czat ,
Z oGy < Z ( n OétDtJr 877 CvtEt + 87 atF 4wt N b 8L2 g) @1

Based on Lemma[C.10} we have:

331

< (1
Jt_( +32[

)Jt 1\ +16IL37% a7 |Gyoy + 161137707 | Fyy +161L3n%a7_ Dy + 161L30%a?  Fr_4

2 2
+161L°m% a7 Q1 + 8l o 11T + 16120l (2 +32c2al, f/igyv

t—2 t—2 t—2
+ 64I%AEna | L3 Z Dy + 641°c2~a} | L2 Z Gy +16I%Ar%a} | LP Z a?
l=ty_1 I=t,_ I=ty_q
1 L? L? L?
Suppose we have a; < i< V<o 7<%

ts ts—1 9 72 2 2

-
Z OétJt § Z (70&Gt + 4 OétFt N OétDt + %at—lEt
t=ts_1+1 t=ts—1
2 342 2,2
2a Q Oélt)’ g Cu O Cf 30306? Cng7yy) (22)
T RE2 by AL JETE
Next, we combine Eq.[20} Eq. 2T]and Eq. 22]to have the result in the lemma. O
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C.1.4 Descent Lemma

Lemma C.12. Forallt € [ts_1,ts — 1], the iterates generated satisfy:

B Vhw) -l < 5 Z (e =217+ 2llge = 5™ + 2z, — 5] *) + ALE g, — ]|

2 2

where we denote uz, = [V ,29(%¢,yz,)] " Vy f (T4, yz,) and L} = (L? + %) is a constant.

Proof. This lemma follows the same derivation as Lemma[C.22] 0O

Lemma C.13. Suppose noy < 5=, forallt € [t,_1,t, — 1] and s € [S), the iterates generated

satisfy:

E[h(Ze+1)] < E[h(z)] — TLE[|172]°] - TEE[IVA@)I?] + nenEa — 71|’

2L m _ m _ —
+ 2890 S g, ol 2l — 1 + 2l — ] + AL, —

m=1

where the expectation is w.r.t the stochasticity of the algorithm.

Proof. By the smoothness of h(x) we have:

E[h(Z11)] < E[MZ) + (VA(Z1), T — Tr) + £||ft+1 — Zy||]

@ B[h(@1) - nou (Th(). 1) + o 5]
2L
(:b)IE[ )= T ) - ”“tnw OI? + V@) - 7|* + = 7]
= E[h(@,) - || - "O‘tnw I2+ | V@) - 7]
_/_’

T

where equality (a) follows from the iterate update given in Algorithm (b) uses (a,b) = 3[||al|> +

[[b]]> = [la — b]|*] and nay < 57 For the term T}, we have:

E[|Vh(@:) ~ ][] < 2B[|VA(@) — @] + 2E[[}a - 7]
Use Lemma [C.3]for the first term and combine everything together finishes the proof. O

C.1.5 Proof of Convergence Theorem

We first denote the following potential function G(t):

9bM77 2 1877L 2 9 Mﬂ o
Ge = h@) + = lo = el + 19 = veu|I” + e @ =2l
o 9bMm m ) 18nL2 ) ,
 Sday 1 t’* ZV g™ (@™, )| + Ml — e
m=1

2L§2 c?

= 212 C? = .
Furthermore, we have constants L} = (L* + ;%f) and L} = (L*+ ). to ease the writing,
without loss of generality, we assume the second order Lipschitz constants L., = L2, as a result
L? = L2, we denote it as L in the subsequent proof.

2
Theorem C.14. Suppose we choose ¢, = 92;?\;[ + 3b22M2’ Co = b?\fﬂg + 3b2M2’ Cy = bf\‘/élguZ + 3b22Mz
_ _ =9 3/2 3/2 bMq)?/3
= (bMo)?u, where 4 = max (2,162I°L?, o ), 6 = ((165))1/3, o = W,t € [T),

: L L? L% % 1
7 < mm(scl/” 4C1/2agazyfu’ﬁa1) n < mln(

L L? L2 [* 1
36k L 86,1/2746,1/23 C,,’CW’C“’QL’l) 7_<
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. T T2 T2
min (801/2 , 4CL1/2 , %7 g—u, ﬁ, 5) where C is a constant, we set the mini-batch size b, = b, = b

and the first batch with size by = O(Ib), r = 7, then we have:
1 K19/3] 1 16/3
— E E h(x 2 =0

To reach an e-stationary point, we need T = O(k3(bM) = e15), I = O(k®/3(bM)~1e=0-9).

Proof. By the condition that u > ¢/ 253, it is straightforward to verify that ¢, a2 < 1. By Lemma
we have:

Ay A g 1 4 2c2a3_ 0% 16L%7%q;_,
— < — —cyay_1) A d Ji _
o1 s = (at_l Oy 9 — CLOit 1) t—1 1 oM + o (Ji—1+ Qi—1)
8E2n2at_1 8i272at_1
T(Dt—l +Ei—1) + T(Ft—l + Gi-1)
where we choose b, = b, = b. For a; '} — a; %5, we have:
L (@re) (et —1)Y @ o’
A 5 = B0(u+t o2t —1))2/3
®) 22835252 () 22/30% 2 22/3 52

= < < <

= 303 (uto2)2/3 383t =32t T3ss Ot = gp2arz™
where inequality () results from the concavity of z'/3 as: (z+y)'/3 —z1/3 < y/32%/3 1nequa11ty (b)
used the fact that u; > 202, inequality (c) uses the definition of ay, By choosing ¢, =
we have:

9bM + 3b2M2 ’

Ay Ay 64 2c2ad 10 16L%12 0y
— < — 1A z
P 15 S AN Y VAR N Y V7
8E2n2@t_1 8f)272at_1
bM bM
Next, we telescope from t5_1 + 1 to :

Ag, Az, finls 200 f—1 ol + 16L2n2 %
(Ozgs,l _Ozg - 9bM Z oA Z Z oDy

5*1’1 t=ts 1 t=ty 1 t=ty 1

(Je—1+ Qe—1)

(Di_1+ By 1) + (Fio1 +Gyo1)

ts

ts ts
Z OétEt—F LZfYZ Z OétFt 16L272 Z Oéth

t=ts_1 t=ts_1 t=ts_1

L2n2

2t—1

321272 X 16L2
+ =i apJi + > (23)

t=ts_1 t=t,
Next, we follow similar derivation as A;/a;—1 — Ay—1/a;—2. By Lemma we choose ¢, =

482 .
e 57z » 10 obtain:

G, Ci < _482at_1 Coy + 2¢2 a3 102 N A% 04
Qi1 Qy_9 bM 2 bM bM
Then telescope from #,_; + 1 to t,, we have:

Cfs - Cfs—l

a1 A, 1—-1

4L27204t—1
bM

(Dioq1 + Erq) + (Fio1+Gy—1)

Z Gy (24)



2 .
Next from Lemma we choose ¢,, = lfw% + 5273 » 1O obtain:

H H,_ 4820y _ 2c2a3 8n2ay_1 L2
OZt—tl - a:_; < - bM;ZlHtil + b]Wt Lo? + il b]twl (Dt—q1 + Er—q)
8v2avy_q L2 87201 L?
+ T (B + G + = (i + Qi)
Then telescope from ¢,_; + 1 to ,, we have:
Hy,  H;_ 482 (A 22 (X L2 (=
T P DR D DR L T D DI
ts—l a1l K t=ts_1 t=ts_1 t=ts_1
8y2L2 " gr2r?
Y (B4 G+ Y a4+ Q) (29)

t=ts_1 t=ts_1

Next from LemmalC.5] for ¢ # ,, we have:

puyoy By 7204tFt +9’YOétCt +9f€277204tEt

Biy1 — By < —
t+1 t < 1 4 " 2
t—1
Iva 9oy L2
+77t Z In 2 2D + Yo Z I'YQQ?GZ
K l=t,_1 H b=ts_1

When ¢ = t, s» we do not have the last two terms in the above inequality. Next, we telescope from
ts_1 + 1tots and have:

9k
By, = Bi,_, < — Z@tBt—*ZOétFt+*ZOétt+2n > aE
t=ts_1 t=ts_1 t=ts_1 t=ts_
9] 2 L2 ts—1 t—1 9[ 3L2 ts—1
RLELE D DR R SV o
H t=ts_1+1 I=ty_q H t=ts_1+1 l=ts_1
ey ts—1 72 ts—1 9y ts—1 9/1 772 ts—1
S—I Z%Bt—Z ZatFt—i—; Zat t+ ZatEt
t=t, 1 t=f,_1 t=f,_1
9L2 2 ts—1 9L2 3 ts—1
2’727 apDy + 27:2 Z arGy (26)
162L s 16%L O
where we use the fact that oy < m Next, from Lemma ., we have:
TQ 2 9520« 9T
It+1_It§_u tIt— tQt+ U tEt+ th
4 4 2ut o
1812 ron L2 A 181270, L2 2 =
+7M Z a?De-Fiu Z aZGy+ 18130y L? Z i Jy
€=1?571 f:fs,l e=£s—1
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when t = t,, we do not have the last three terms in the above inequality. Next, we telescope from
ts_1 + 1 to t, and have:

ts—1 2 ts—1 ts—1 ts—1

I{S—Itg N S—MZTT Z oy — — Z Otht-i-an Z OztEt—i-f Z o Hy

t=t,_1 t=ts_1 t=t,_, t=ts_1
ts—1 t—1

18In*TL? 3 181427L2
LTSS SETD oF R LLa SN
H t=ts_1 l=ts_1 r t=ts_1 l=ts_1
fo—1
+ 18I7°L2 Z o Z a2J,
ts—1 I=ty_q
m ts—1 ts—1 9’%27]2 ts—1 ts—1
< —— Z atIt_Z Z Q¢ + 2 Z By + — Z o Hy
t=ts_1 t=ts_1 s—1 t=ts_1
18927 18427 =2 187312 =2
162 Z tDr+ 3 Z ey Z iy (27)
=ts_1 =ts—1 s—1
Next, by Lemma|C.13| when ¢t + 1 # £, we have:
_ _ Q 6% -
E[h(Z¢41)] < E[h(Z¢)] — %Et — hE[HVh( O] + now Ay + 4L%nay By + AL*na I,
t—1 t—1
+2L 0%y > af D+ AL Yoy Y ]G
l=ts_1 l=ts_1

When t = t,, we do not have the last two terms. Next, we telescope from #,_1 to £ — 1 to have:

ts—1 ts—1 ts—1 ts—1

« < o
<- > LB - Y TEENVA@)I 4L Y adi+ Y nard,
t=ts_1 t=ts_1 t=ts_1 t=ts_1
-1 f—1 f—1 t—1
+ Z 4L2natBt+2L2I773 Z i Z aj Dl+4L2I'y n Z i Z alGl
t=ts_1 t=ts_1 l=ts_1 t=ts_1 l=ts_1
ts—1 no ts—1 7706 ts—1 ts—1
< - Z TtEt - Z “E E[[|[Vh(z )HQ} +4L% Z iy + Z nowAy
t=ts_1 t=ts_ t=ts_1 t=ts_1
f,—1 n? To—1 fo—1
+ Z: 4L27]0£t t =+ m Z Oé t + 4 Oéth (28)

In the inequality, we use the fact that t, — t,_1 < I, oy < —= o L 7
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Combine Eq. (23),Eq. (Z4), Eq. (26) and Eq. (28) and we have:

ElG:,| - E[G;, ]
i nat 5 Incio?  9Incio?  9Incto? finls 3
< h v u
t=ts_1 t=ts_1
l~}277 t—1 L2y t—1 t—1 9n’y[~/2 9n72i2 Iny2L?
B S e e D B N A
t=ts—1 t=ts—1 t=ts—1
1 81k2L2? 81K2LEE 9L 92
- Z (7_ 2.2 2.2 - )no‘tEt
= 4 WAy wAT 8 4
t=ts—1
To—1 ts—1
< 9rnL?  9nr2L? 81/$ 912 ~ <
- Z ( 272 77 ) Qi + ( 4 )7277 Z o Jy
t=ts_1 t=ts_1
1 81x2  81k? 9L2 9L2 iy
— —_ D
T st Tt Zatt
1 81k%  81x2 9L2 9L2 fls
— G
TG T st T T 7”20‘“5
By the condition that n < % and v < ﬁ < —. Next, we denote:
1 81/-@
C, = 9L = O(K?
et T (%)
Then, we have:
E[G:.] — E[G,_,]
fo—1 f—1
< Icco?  9Incto?  Incio?, 3
< _ h(7 w v u 3
< [IVh(z)IP] + (T2 4 2 | 2T N7 o
t=ts_1 t=ts_1
=5 To—1 To—1 ~ T,—1 To—1
oL S Ly X L2y
Ty 2 adiog 2 wBis S ) aBim 5 ) ads
t=ts_1 t=ts_1 t=ts_1 t=ts_1
9’]’]’7’2_[/2 ts—1 ts—1 ts—1 ts—1
- 1 Z Q¢+ Cin Z oDy + C1v? n Z Gy + Oy 72 n Z o Jy
t=ts_1 t=ts_1 t=ts_1 t=ts_1
(29)
Combine Eq. with Lemma|C.11} and use the condition that < min (80%/2, 40% =,1),7 <
min (801/27 PTed 1) and 7 < min (80%/2’ o 1) we have:
ts—1 7]05 ts—1
tg
E(G:,] - ElGs,_, ] <— > E[|VR@E)?] + Cocn Y of
t=te_1 t=ts_1
For ease of notation, we denote
2C'2 2 1206 C’2 2
Coc = (4ck0® +4cko® + 4cL0” + 3¢5CF + 32 (7 +3c2( + g:er > [29:98),
I I
Next, sum over all s € [S] (assume 7' = ST + 1 without loss of generality), we have:
na T-1
tm
E[Gr] - Z E[|VA(@)|*] +nCoc Y af
t=1
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Rearranging the terms and use the fact that «; is non-increasing, we have:

T—_1 T—1
(6% _
”TT ST E[|VA(@)|P] < ElGi] - EGr] +1Cec D af
t=1 t=1
T2
< h(zy) —h* + 966‘1{ ndi , 180L7By
Qq wy

T-1
9MnC,  9bMnH, 18nL*I, 3
Co

6401 + 6401 + UT RS Z at

where we use G > h* (h* is the optimal value of ), and for the last term, we use the following fact:
T T

T T

5 53 53 1 b2 M21n(T + 1)

— < = < —l T+1 —_—
Zat ;u—l—ozt*;o?—ka% 02 1+t n(T+1) = 161

the first inequality follows u; > o2, the last inequality follows Proposition

Next, we denote the initial sub-optimality as A = h(Z;) — h*, initial inner variable estimation
error i.e. By = ||y1 — Yz, || < A, and the initial hyper-gradient computation error I; = |ju; —

[vy29(x17ym1)]_1vyf(xlﬂym’l)Hz < Au'

2 2 2 .
Furthermore, we have A; =< bf—M, C, < Z:W’ H; < b‘f—M where b, be the size of the first batch.

Then, we divide both sides by narT/2 to have:

T-1 ~
1 9N 27ho®  36I2A, 36L2A, B2M2C,. In(T)
T “| @)l ] B ( n 32b101 wy T 8L

Note that we have:

1
TO/T

)

1 (u+02t)1/3 ul/3 0.2/3
< +
ot &t ) 5t2/3

where the inequality uses the fact that (x + y)l/ 3 < gl/3 4 yl/ 3. In particular, when ¢ = 1, we have

1 _ w403 (160)V3((bM)* a4 1)

< = 30
a; T ) (bM)2/3 (30)
when t = T, we have:
1 ul/3 o2/3 B al/3 1
< = (16L)'/? 31
arT — 6T + 8T2/3 (16L) < T + (bMT)2/3) S

In summary, we have:

T-1
= Z [IVA(z)[?]
2A  27be®  36L%A, 36L2A, VM?C,In(T),,(16La)/?  (16L)'/3
< (—+ + L+ + - ) + f
7 32b1a y uT 8L T (bMT)2/3

Recall that L= O(K‘,) E = O(k?), therefore we have ¢, = O((bM)™1), ¢, = O(k?(bM)™1),
= O(k%(bM)~1) u = ©(I*k3), then for 1,7, 7, we have:

. 1
’Y<m1n(8cl/2,4cl/2 ; aaa ﬁ’l)

) 1 L I? 1?2 1 1
T<rn1n( —,—,—77)

8CL2 40 e, ey 2172
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py_ 1L L7 17 17 1
36xL° 8C1/2 " 4Cl/? e e e 2L

7 < min ( 1)
where C; = O(k?), so we have v~ ! = O(x), n~! = O(x?), 77! = O(k), furthermore, a; ' =
O(Ik*3), Cy e = O(KS(bM)~2), assume we choose the size of the first batch to be b; = Ib.

Combine everything together, we have:

T-1
1 e KlQ/S] H16/3
T ;E[HV]%(:L})H ] - O( T + (bMT)z/S)

To reach an e-stationary point, we need T' = O(x%(bM)~'e~15), T = O(x%/3(bM)~'e05). The
communication costis E = T'/I > x'%/3¢~1, the sample complexity is Ge(f, ) = O(M ™ k8e12),
Ge(g, ) = O(M~1kBe™19), Ju(g,€) = O(M kB 1), Hu(g,€) = O(M~1k8e=19) O
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Algorithm 2 Federated Bilevel Optimization (FedBiO)

: Input: Initial states 21, y; and u1; learning rates {7, ¢, 7t } 11

2: Initialization: Setx( ™ = 1, y%m) = Y1, uY”) = uy;

3: fort =1to 7T do
4:  Randomly sample mutually independent minibatch of samples B, and B, =
{Bg,1,By,2,By1, B2} of size b;

5: wf(/m) = vyg(m)( E )’ygm) By)
6: v (m) f(m)( m) Bf, ) _ vag(m) (.%‘gm), ngm)5 Bg,l)ugm);
7 ﬁt(ff = yt(m) o wﬁm) :%Ei'f =™ — ™,
8: 1ftr(nodI—Othn G (m) M AG)
N m 1 ~
9: Yi+1 = M1 Z] 1 ytil’ Tiv1 = a1 Zj:l xtil
10:else my my _ o (m)
11: yt+1 = Upii> Tegl = Tipq
1 e'(‘dff (m)  (m) (m) (m). (m)
13: At+1 PT(Ttvyf(m)(xt » Yt §Bf,2) + (I*Ttv 29(m)( Y 3 Bga Nug )
14:  ift r(nodI =0 then N
15: Upp1 = M Zj 1 Atil
16: else( ) (m)
17: Ui = Upyq
18:  end if
19: end for

C.2 Proof for the FedBiO Algorithm

Algorithm 2] follows Eq. [6] and we discuss its convergence property in this subsection.

C.2.1 Lower Problem Solution Error and Hyper-gradient Estimation Error

Lemma C.15. When v < 2 -, we have:

9 2,2 2
5 — v | < (L EDE]Tr — v |+ 5 T 7 |~ @)
9Ly M)z 24 6™ = g2 4yo?
Z e e e A R

Lemma C.16. Suppose we choose T < %, then we have:

+

5 2.2 5 2E2
Ellaes — e [|° < (1= EDB 3, — s, |* + T2 +

5 (37'L2 TL2,C3
4N uM 2udM

m=1

We provide the proof for Lemma|C.16/here and Lemma[C.15|can be derived similarly.
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Proof. First, by proposmon(set o = 1) and choose v < ﬁ, we have:

2
i BY it Qe
El7: = yao o [1* < (1= T)ENGer = ya, o |I* = Bl

2
gt (m) , (m) dyo
EHVyg(l’t 1, Yt— 1 mzlvyg mtml,ytml)”z + W
s 7 2
(1**)E||Z/t 1= Yz | *IE”@—lH
B R W L ) N L
Mm:1 Yy ? Y t—1»Jt—1 MbyM
s 7 2
(1—*)]E||yt | —IEH@—lH
ALy ™ 2 2 1) = o) 4y0?
+ o 2 Bllel™ = a4 1™ - meolP) +
Furthermore, by the generalized triangle inequality, we have:
_ 2 4 py, 7>
E||g — vz ||” < (1—f E||Gi—1 — yao, |+ (1 + —)E||yz, — yeos ||’ = (L4 =) Ellwal?
Ky
v ALy (m) oy m) ey, 4707
1+=—)— — Ty — Y
TR 2Bl = a4 1T - menlP) +
1Y o 2 O o e Y
<1——E_—i E{|7i_1|” — —El||w:—
<( ) Hyt 1—Y t_1H + 2y HVt 1” 1 llws—1|
2
9Ly (M) _ g |12 M o DI dyo
E[ — — Gt
Z [} = a2 2 = 5]+
where the second inequality is due to v < 1/2L. This completes the proof. O
C.2.2 Local Variable Drift
Lemma C.17. Foranyt # ts,s € [S], we have:
t—1 t—1 )
laf™ =l < 1?3 ™ = w? e =l < 1Y [|wi™ —
=t l=ts_1

Proof. Note from Algorithm and the definition of ¢, that at t = ¢, with s € [S], §m) = Iy, for
all k. Fort # £,, with s € [S], we have: 2™ = 2{™) — ™) this implies that: z{™ =

x](?:ri)l - 2;%5—1 nl/ém) and T, =Z,_, — ZZ:ES_I nivg. So for t # 5, with s € [S] we have:

t—1 , t—1 ,
lat™ = aul® = |l — 2 Z ™ = 0 )| = 30 n™ - )|
525571 525571
t—1 ,
SUEDIN e
ez{sfl
We can derive the bound for Hyt(m) — ¥¢||? similarly. This completes the proof. O
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Lemma C.18. Foranyt € [T, we have:

sz 202
MZEH = ZEH ¢ = |+ 4¢3 + Lg Tt

1612 32L2, (12 ., "
b (L By S Bl a4 I sl

m=1

Lemma C.19. Fort € T, we have:

1 M (m) 2 212 m) 212 m)
LS R ) < 25 e -+ 2 S 2 g
m=1

m=1 m=1

Lemma C.20. Fort € [T, we have:

M M 64172C3(2 202
% STE[|(uif) — aea)|* < 1+ })]\14 S B —a|? + T Ty gz y QTbU
m=1 m=1 z
12811272  25617%L%, 02 .
e T a1 ZE o™ = 2] + o™ ~ il

Lemma (C.18}Lemma (C.20|bounds the local drift of yt(m), w,gm) and u( ™) We provide the proof for
Lemma [C.18|here and the other two bounds can be derived similarly.

Proof. We have:

1 1 m 7 (m m
= DB = m)|” < 12 DBV @™ u™) = Vg™ @™, ™ g™
m=1 m=1
1 & NG G e (e 20
=37 2 Vel D@ y?) = VgD @y |+ 5
=1 ¢
9 M
SMZEHV f(m.)( (m) MZV f(]) (4) (J))H
m=1
T
2 1 & .
2 S BV ™ ™ ) - L3 006, 2
m=1 j=1 by
T
For the term 77, we have:
16 & 2
T < M7;E||v$f(m><x§m>,y£m)> = Vo (@, )| ZEIIV @ 50) = Vo f (2 50) |
1612
< = 2 Efllat™ =+ [[u™ - gl*] + 4¢3
m=1
Next for the term 75, we have:
L2 M m 402 M m m
T, < YA EHU( )*UtH + === 2M2 ZZ]EHvxyg 935 )7%5 ))7vacyg( )(:rf(’])7yt ))H
m=1 m=1 j=1
4L2 M m 32[/2 02 M m m 802C21
< 7 Bl —al SRl i )+ =L
m=1
Combine everything together, we get the claim in the lemma. O
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Lemma [C.I8}Lemma [C.20] have recursive dependence of each other. Next we provide an un-

intertwined bound for each of them. For ease of notation, we denote Dy = 1 Z ]E||1/t — ]|,
m _ m) 2
By =450 Elwf™ - @l A = & SN Ellu™ — @) and C; = E||g — ys, ||
1 1 o _ (r2 , 2L3,C}
Lemma C.21. For Yy < W and n < W’ T < m, where Ll = (L + T) and
2, 2L C?
L (L + ) are constants, then we have:
ts—1 2 2 2
s 6IC 32IC%¢;,, 16102 2002
3" Dy < 961¢3 +161¢2 + fg””+ oy 27 | 79
— W by b,
t=ts—1
fo—1 22 2 2
: 4IC%¢ 8IC%¢ 8Ic% 5I0?
ST By < 24I¢E 4812+ — L0 ;29’“’ +
t:2?371 Y v

Proof. Based on Lemma|C.18] and sum from ¢,_; + 1 to t; — 1, we have:

ts—1 ts—1 t—1 ts—1 t—1
> Dy<16m’Ly > Y De+161y°LY Y Y By
t=ts_1+1 t=ts_1+10=ts_1 t=ts_1+10=ts_1
ts—1 2,2
: 8(I -1)C 2(I — 1)o?
+4L? Y Ay+AI - 1)+ ( )2 ng”““’Jr ( ; Jo
t=Ts_1+1 H v
ts—1 ts—1
<16I°0°LY ) Di+16I°9°LY ). B
t=ts_1+1 t=ts_1+1
ts—1 2
: 1032 ,,  2(I—1)02
HALT Y A+ AT -G A+ B~ ) 5. Y+ ( ; Jo
t=Fs_1+1 v

2L2, C3
+ eyt

where we denote L? = (L + £). Combine with the case of t = t5 in Lemma|C.18] we have:

fo-1 = R 8IC?C; 210?
Dy <16I°Lin* > Dy +16I°Liy Z By +4L? Z Ap+AIGE+ — 55+ =
t=Fs_1 t=Fs_1 t= £
(32)
Based on Lemma|C.19} and sum from #,_; + 1 to t;, — 1, we have:
F—1 F—1 Fo—1
o B <2l ) Z De+21y°L* ) Z Be+2(I—1)0* +2(I —1)¢}
t=t,_1+1 t=ts_14+10=t,_ t=ts_14+10=t,_
-1 f—1
2(I — 1)0?
<2I0°L* Y De+2I°7°L* Y Bi+ bi+2(1—1)§
= ts 1 = ts 1 Y
Combine with the case of t = ¢, in Lemma|C.19] we have:
-1 T,—1 -1 9752
2. 272 2,272 2
t; B, <21 LZ; Dy + 212~ LZZ BHWHIC (33)
=ts—1 s—1 ts—1

Apply Lemma[C.20] recursively, we have:

t—1 1 6472022 2724 _ {—1 _ —
A< D0 (4 (g 20T T +1281%°7°13 Y Dp+1281°7°L3 Y By)
€:1?571 :t7571 E:fs,l

£
t—1 2,2 2 £—1 /-1
192172C 67202 _ ~
12T Com 061772 + % + 384227203 Y Dp+ 384220203 Y By)

l=ts_1 I=t,_1
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2

212,
where we denote L2 (L? + 7, and the second inequality uses the fact that ¢ — [ < I and the

inequality log(1 + a/z) < a/z for x > —a, so we have (1 +a/x)" < e, Then we choose a = 1
and x = I. Finally, we use the fact that e! < 3. Next, we sum from ,_1 to t5 — 1 to have:

ts—1 ts—1 2,222 £—-1 £—1
s s 481°1C 611202 - -
oa< Y (w +961272¢3 + T ULl Y Dy 2403 Y By)
t=ts_1 l=ts_1 z I=ty_1 I=to_1
19213720%¢2 6127202 ol =l
M +961°72C3 + S + 384122 L3 ST D+ 3841977202 Y By
l=ts_1 b=ts_1
(34
Combine Eq 2| Eq. and Eq. and we choose n,yand T such that I292L% < 1 129202 < 4,
12 2L2 12 212 < 12 2L2 1282, 27212 < 48, we get the cla1m in the lemma, by
using the fact that Li>1L and Ly > L, we get the simplified condition in the lemma.
O
C.2.3 Descent Lemma
Lemma C.22. Forallt € [ 1,ts — 1], the iterates generated satisfy:
M 2 2 2
B[ Vh(z) - Eeln]|* < 2L Z [z =™ |+ 20150 =™ | + 2llye, — 3e]|"] + 4AL°E]Jus, —

2 2

where we denote uz, = [V ,29(%¢,yz,)] ' Vy f (T4, yz,) and L} = (L? + #) is a constant.

Proof. By Vh(Z;) = ®(Z,yz), we have:

]EHVh(ft) — Eg[ﬂt]HZ < EHsz(ft, Yz,) = Vayg(ZTe,yz,) X [Vy29(Zt, Yz )|V (T4, ys,)

S

1 m m m m m m
= S (T ™) = Vg™ @y ™) |

m=1

M
1 m m
m=1
+ ZEHszg(ft,ym) X [Vzﬂg(ftayit)]_lvyf(ftvyit)
M
1 m m m
=7 2 Vaug ™ @™ ™™ ||
m=1

We denote the two terms above as 17, 15 respectively. For the first term 77, we have:
M

E [Hmt — mg
1

<2 &l

< 22 3 o= + k™)) <

m
For the second term 75, we have:
2

402 M
2= u2j\f4 Z E||Vayg™ (@, yz,) = Vayg ™ (™, ™) |

+4L2]EH 2 9@, y2)] TV f (24, yz,) —ﬂtH2

We denote the first term above as T3 ;. For the term 75 ;, we have:

4L2 ,CF &
Ton < —35 ZE e =™+ 2llge — 5™ |+ 2lus, — 3]
Combine everything together, we get the claim in the lemma. O
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Lemma C.23. Forallt € [ts_1 + 1,ts — 1] and s € [S], suppose n < the iterates generated

2L’
satisfy:
. 2Lg2
E[h(m)}SE[hmn—ﬁEnvmﬁft)Hz—ZnEg[uf P+ Gy ap + 20LEl s, — a”
=~ M
77 m) (|2 _ m) |2 _ 2
wZ: =™+ 2l = ™ + 2, — ]

where the expectation is w.r.t the stochasticity of the algorithm.

Proof. Using the smoothness of f we have:

E[h(Zi41)] < E[h(24)] + E(VA(Z¢), Zey1 — @) + IE\|33t+1 — o

’172LO'2
20, M

= E[h(Z0)] = nE(VA(Z:), Be[w]) + T]EHE& 217 +

(@)

27 270_2
2 Eln(z.)] - ZBIVAEIP + DBV - Eelmll? - (1 - L) IEmP + 3
®) - n N 2 4
< Bfn(a) - TEIVAG) | - T IEl™ ) +

UQILUQ
20, M

fed M
I Sl ol 2 s 2l ] 2B,

where equality (a) uses (a, b) = [[|al|?+]|b]|*> —||a—bl|?]; (b) follows the assumption that ) < 1/2L
and Lemma [C.22] O

C.2.4 Proof of Convergence Theorem

We first denote the following potential function G(¢):

L3 9nL?
G, = E[h(z,)] + Z LE||g: — ya. | —|—TE||ut—usz2

, _ . 1 1 -

Theorem C.24. Suppose we choose T = min( 381T, THARL ), then denote 7 =
1\ 1/

. 1 _ N N _ %

m1n(81L2,36KL,4L,8IL ), if we choose n = 365L1"md’y = mln(%(c;:r) ) andr = m

where A and 07 are constants denoted in Eq. then we have:

8 12\ 1/3 4 2 2
E 2 K L ag g
Z IVA(z)||? = <T+<T2> g

and to reach an e stationary point, we choose the inner batch size by = O(M ~lxte1), upper batch
size by = O(M~te 1Y), and T = O(k%e=15) number of iterations.

=

Proof. Similar to Lemma , we denote Dy =& 5M ™ — 5|2, B, = LM w (m) _
>, Cp = E||§ — yz,||? and 4, = 55 Zm 1]E||u(m) — 1;]|?, additionally, we denote E;, =
|E¢[7:]]|? and F; = E||t; — ugz, ||*. Combine Lemmal|C.15} Lemma and the definition of the
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potential function we have:

n te—1 7]L2 ts—1 ’[]EQ te—1
9, —Grn.. = —5 E[|VA(z)|* - e > Fi- Tl pe
t=ts_1 t=ts_1 t=ts—1
~ = ts—1 ~ ~ ts—1
i 1626202 L3 180k%n>L2 X =y 81KZL?  45K2LZ. 5 5 N
——|1- — FE L I
4( 22 72 Z cH (I =5 16 )T -
t=ts_1 t=ts_1
-,  81k2L? 45k2L3 ity 81IKk2L21302  36IL%no?
2L2 1 2 12 2 B 1 1
TR+ = =) ) Bet 220, M 2o, M
t=Es_1 Y
451K%2L%n30?  45IkLTno? + n*ILo?
720, M b, M 2, M
to bound the coefficients above, we choose 7 < min ( 3 6‘:%1 ST i), T < t7 and we denote

~ 272 272
Cy = (203 + 8 4 %)IQ. Then we have:

ts—1

72 tol j2 tol -1
gﬂ.*gﬂ.,lg** > E|Vh@)|* - 77 > F- 77 =3 Ct*g > E
t=ts_1 t=ts_1 t=ts_1 t=ts_1
71 fo—1
< Inc? 36]L1770
D B
+Cin? tz ¢+ C1y nt; ot opar b bl
s—1
Next, we combine with lemma[C.21]to have:
ts—1 ts—1 t,—1 To—1 9
) : n 9 77L 77L1 Ino 36IL1770
Gr, — Gr,_, §_2 Z E|Vh(Z:)[]" — Z F, — Z Cy — Z Et+2b M+ 120, M
t=ts_1 t=ts_1 t=ts_1 75 ts—1
161C%¢2 32I1C3¢2 ., 16I0%  20I0>
+ O (961¢3 + 161¢2 + —— L2000 qu 2 4 R )
41C3¢2 8IC2¢2 8Ic? 5Ic2
+ Cry? (241G +8I¢) + —— Lo Ty 4 =e 4 =)
H y @
Sum over all s € [S] (assume T = ST + 1 without loss of generality) to obtain:
7 — Tno?  36TL%n02
A h 2 < 1
Qz:: IVR@OI® < G1 = Gr + 520 + u2byM
6TC7¢; 32TC3¢; , 16T¢? 2070
+ CyP (96TC2 + 16T + —— L2000 QC" )
% % by ba
ATC3(? 8TC3¢2.. 8To® 5To?
Oy (AT + 8T¢) + —— 8 —— 58 4 = =)
Yy xr
CA4 mLIA, N LA, Tno®  36TL3no>
- wy uT 2b, M w2by M
16TC3%¢? 32TC3%¢2 16702 20702
+ Ci (96T C2 + 16TC2 + Jfg’yy + QCg’ vy 22T 27
% % by by
ATC3¢2 8TC3¢2,, 8To> 5Tc>
O (AT + ST+ —— 18— )
Yy xr

we define A = h(x1) — h* as the initial sub-optimality of the function, A, = ||y1 — ., ||* as the

initial sub-optimality of the inner variable estimation, A, = ||u; — u, || as the initial sub-optimality
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of the hyper-gradient estimation. Then we divide by #7°/2 on both sides and have:

2A 18L2A,  18L2A, 2 21252
Z]Enw )2 < BLiA, | 18 o*_, T2Lio
nT uyT utT be M p2byM

160%(37% 320120%2,3:1, 1602 2002
2 + +

+ 20177 (967 + 162 + - + )
o by b
40%¢? 8C%¢2 = g2 52
+2C17° (243 + 8¢ + o | 5 oy | 274 27
% by by
F i — 2 2 6Cf y yy 320f<g zy 16:7
or ease of notation, we denote constants C,, = 2C, (96( 7 +16¢; + =t +

8Cf

2270,2) and C, = 2C1(24¢F + 8¢ + Cf vy - gy 4 8" + 5" ) we have:

ZEIIW 2 < 2A 18Z§Ay+18L2Au o? 720307

+ + +Cyn® +Cyy* (35
T T boM ' op2b,a T T (35
., . 1 p/y 1
Recall that, we have the condition that n < min (ML2 360’ 3onL 4L) v = st T <

: 1 1 .
min( 19817, 144rL ). Suppose we choose 7 = min(——=+ then denote

128IL2 TR

_ . 1 T 1 1
Y= mln( 3] T 70 = )7

andlety < 7,and n = then we have:

36L’

, 18L2A, o 7120302

72511 A + 18L3A, ( Cyp?

T
1
=) E[Vh(z,)|]> < - 7%+ +
T; V@l T 362212 ) wrT by M b, M
We denote
, C, 2 . T2kL1 A +18L2A
C,=(—==+0C,), A = 1=y 36
v = (Ggaezz 7 . (36)
then we choose 7 as:
, 1/3
5y mm(y A )
CT

and obtain:

' ro 1/3 -
ZEHW 2 < A . (A)? N 18L2A, o2 721202
T T T2 urT by M p2b,M

Finally, since L1 O(K]) ,L = O( 3), suppose we choose I = O(1), then we have 77! = O(k),
1 =0(K%), A = O0(K3), C1 = O(k*), C, = O(x5), C;, = O(k5), C; = O(k®) then we have:

48 12\ /3 a2 o2
=Y E|Vh(z)|? = — —
Z IVAEOI" = <T+<T2> TN,
and to reach an e stationary point, we choose the inner batch size b, = O(M ~1xte~1), upper batch
size b, = O(M~te7 1), and T = O(x%¢~1-5) number of iterations. O
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Algorithm 3 FedBiO- Local Lower Level Problem

1: Input: Initial states a1, y1; learning rates {7, ¢ } 1,

2: Initialization: Set x( m = z1, y§m) = Y1

3: fort =1to T do
4:  Randomly sample mutually independent minibatch of samples B, and B, of size b;

s: W™ =, g @™ 4™ B,) and v™ = 0™ (zm) 4 B,);
6: @ﬁ?—%) vwi)ﬂﬁ—'yw—mﬁm;

7. ift r(nodlf Othen

8: Yiri = @t+1» t+1 = E; 1 t+1

o else (m) (m) _ 5(m)

10: Yir1 = Uitr1> Tip1 = Tiaq

11:  endif

12: end for

Algorithm 4 FedBiOAcc - Local Lower Level Problem

1: Input: Constants ¢, ¢,, 7, 1; learning rate schedule {a:}, t € [T, initial state (z1, y1);

2: Initialization: Set y(m) = i, :c(lm) = x, wgm) = Vyg(m)(xl,yl,By), me) =

&™) (1, y1;B,) for m € [M]

for{SLtoLdo iy ) m) (m) o(m) _ (m) (m)
m ~lm m m ~lm m m

yt+1 = yt ’)/Oé wt :Ut+1 = l’t T]atl/t ut+1 = ut Tatqt

iftmodI = O th

m (m) #)
Yip1 = yt+1"rt+1 M Z] 1T+

3:

4:

5

6:

7: else

8: m) _ alm) (m) _ a(m)
9

0

1

yt+1 =Yt+1> Te41 = Ley1o
end if

1 Randomly sample minibatches B, and B,
o) = Vg™ (@7 y By) + (1= coad) @™ = Vg (™ 4™ B))

120 o7 = o (@M T B + (1 - cpad)( A glm) () i) )
13:  ift 1’%10)(1 I =0 then

. ~(m) - (m) M ~(j)
14: Wipl =W i> Vo1 = 1 Zj:l Vixt
15 else oy ) m)

m ~Alm m Al M
16: Wil = Wep1s Veyp1 = Vg
17:  end if
18: end for

D Proof for Local Lower Level Problem

The FedBiOAcc-Local and FedBiO-Local are presented in Algorithm[4and Algorithm 3] respectively.
Then in this section, we discuss the convergence rate of the two algorithms. Please see Theorem [D.12)]
and Theorem [D.T9]for the convergence rates.

For Eq. (I0), we also assume Assumptions [3.1] {3.4] with a slightly different assumption to the
heterogeneity as follows:
Assumption D.1. For any m,j € [M] and z = (x,y), we have: |V (2) — V£ (2)| < ¢4,

[Vayg"™ (2) = VgD (2)]| < Cgrays 1V4297™ (2) = V2 gD (2| < Corpo 98 = 4| < ¢
where (¢, Cg,zy» Cg,yy> Cg+ are constants.

Note that we remove the requirement of gradient dissimilarity ¢, in Assumption and add the
dissimilarity bound (g4~ for the minimizer of the lower level problem. Note that Assumption isa
sufficient condition such that the dissimilarity of local hyper- gradient is bounded by some constant C .

Proposition D.2. (Lemma 4 and 7 in [59|]) Suppose Assumptions|3. and . hold and T < 1,
the hypergradient estimator ®(x,y; B,) w.r.t. x based on a mlmbatc z as bounded variance and

bias:

a) |E[@™ (z,y: By)] — ™ (z,y)|| < Gy, where Gy = k(1 — Tp0) 9+
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b) E||®™) (z,y; B,) —E[®) (x,y; B,)]||?> < G3, where G3 = (202+12O2L2 2(Q+1)%+
ACTL2(Q +2)(Q + 1)%7%0°) /b,

Proposition D.3. Suppose Assumptions[3.2)and [3.3| hold, the following statements hold:
a) ya(;m) is Lipschitz continuous in x with constant p = K, where Kk = % is the condition number
of g™ (x,y).
b) (| @0 (w151) — DU (a5 2) |2 < L2 (21 — w2l + [y — y21?), where L = O(x?).

d) h(™ (x) is Lipschitz continuous in x with constant L i.e., for any given x1,x5 € X, we
have ||[Vh™) (z4) — V™) ()| < L|zg — 1| where L = O(x?).

This is a standard results in bilevel optimization and we omit the proof here.

Proposition D.4. In Eq.[I0] suppose Assumption[3.1}[3.2] 3.3} [D-1| hold, we have:

CsL

xy i :‘in Lyz
M

I

, C C
||Vh(m) () — Vh(J)(x)H S (4 r)Cr+ ijg,my + %Cg,yy + ((1 +r)L+ )Cg* =

Proof. For h(™(z) = £ (z, 4™, m € [M] in Eq. we have:

VA (@) = VRO (@) = (Vo f T (@, 55™) = Vayg™ (@, y0) [V 2 g™ (2, g™ 71V £ (2, 5
~ (Ve d D@, 5) = Ty D (@, 5 V29D (5] 71V, 9 (@, ) |
< Ve f ™ (2, y8™) = Vo O (2, y )| + || Vayg™ (2, ™)
— Vay 0D (@, g ||| (g™ (2, 5™)) " £ (@, ) |
+ [ Vayg? (2, ) HH( yyg(m) (x yém)))_lvyf(m)(%yém))
— (VgD (@,99)) 7'V f D (@, y )|

Next we bound the three terms separately. For the first term:

1928 @) = Vo 9| < [V F ™) ™) = VofD )|
+ |V S99 (@, )y — v, 9 (2, le))H
<+ Lyl - yWH < Cp + Ly (37)

where the second inequality is due to Assumption [3.2]and Assumption[D.I] The last inequality also
follows the Assumption[D.T] Next, for the second term, we have:

1V2y9"™ (2,4 = Vg gD (@, yI) ||| (Vp g™ (2, 5)) T 9, £ (, )|
C
S?vazyg(m)( ayx ) \Z g (I ygj))H

c . C . ‘ .
< D192, (2, 48) = T )] + 2T gD 0 57) = g )]

< fSg v o4 f yHyg:)_ya(cj))HS fSg v o4 fraySg
H K H H

where the first inequality follows from the Assumption [3.1] [3.2} the third inequality follows from
Assumption [D.1] [3.3] the last inequality follows from Assumption[D.T} Next, for the third term, we
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have:
V249 @,y (Vg™ (@, ) 7'V (@, 5™ = (V49" (@ 9) Y, f O ()|
< L[| (Tyug™ (™) 7 Vol ™ 5™ = (Vg ) 7 0y £ a1
< L[ (g™, 5™) [V £ (@, 50 = 9y 9 (2,59 |
# L (Tus™ ) = (Tung? ) 190 )|
R %HVyf"” (2, 55™) = Yy £, )|

+ CfLH (Vyyg(m) (z, y(m)))7 - (Vyyg(j) (z, y:(cj))) B ||
L(¢y+ L -
< K S

||Vzw9( N, yi™) = VgV (2,4 ||||( (z,yY ) H
< L(Cf +LC9*> + CfL(Cshyy + Ly2Gy- )
- 1 I

where the first inequality is by Assumption [3.3} the third inequality is by Assumption the
fourth inequality is by Cauchy Schwartz inequality; the last inequality is by Assumption and
the result in Eq.[37] Combine everything together, we have:

Cilyuwy = CpLyyCp L Lo
Ve £ (2, i)y — 7, £ (2, y0)) )| < ¢ + Ly + 1Sg.y + 2 vCo + (€ + LGy)
Iz I Iz
+ CrL(Cgyy + Ly2¢g+)
2
7
which completes the proof. O

D.1 Proof for the FedBiOAcc-Local Algorithm
D.1.1 Hyper-Gradient Bias and Inner-Gradient Bias

Lemma D.5. Suppose we have c,a? < 1, then:

2c2af
by M

=+ ™~

G2

E[Hpt_EEmt,Bx]Hﬁ < (1-cai,y) [H’/t 1~ Eelfie—1,5, |H
22 &

* by M? e~ [ngm)

where MEZ) = o(m )(xgm), ytm) B.) and the expectation outside is w.r.t all the stochasity of the

algorithm.

(m)

Proof. For ease of notation, we denote u'™ = <I>(m>(x§m),y§m);§w) and =

¢
() (:cgm), yt(m)), then by the definition of ; we have:

) 1 M
E[|l7 — Eelaes]|I') = B[l 57 >- (5™ — Eeluyg )]

m=1
al 2
2{: (', + (1= evaf )™ = ™) ) = Eeluy g D]

=E[||(1 - cvo? ) (71 — Eelfu—r.s,]) + (irs, — Belirs,) + (1 — cvod ) (Belfu—r.s,] — fir-15,)) || ’]
<(1-cof 1)E[||l7t 1= Eeli1,8,]]]

bgMQZ > Bl — Belu)l + (1 - cvaf ) Belui™ e ] = i )]
m=1&,€B,
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where inequality (a) uses the fact that the cross product term is zero in expectation, the condition that

cya? < 1 and the fact that clients independently choose samples.
‘We denote the second term above as 77, then we have:

(a) m m)q112 m
Ty < 2(01/041:2—1)21@[””%,52 _Ef[ug Ej] "
(b)

< 2(c,0? ) )2E[[| 17 — Eelui™]|” J + 2B (||’ = " e,

© . - -
< 2(cp0?_1)?GE + 22K |2 — 2 + [lyi™ - ™))

’

| +2(1 —cafy) [Hﬂtfz Pi-ie,

— (Ee[pf™]

where inequality (a) follows the generahzed triangle 1nequahty, (b) follows Proposition [E.2]due to the
definition of th) (c) follows the smoothness property of L and the bounded variance assumption;

This completes the proof.

Lemma D.6. Suppose we have c,a?_, < 1, then we have:
MZ ol = 9,6 )]

Li_1:Ye—1

M 2
S( Cwat 1) ZE ’Wt _ (m)( Em) (m))HQ} +2(0w04t71) 4
m=1

912 M ,
- 2 Sl - -
where the expectation is w.r.t the stochasticity of the algorithm.

The proof of Lemma [D.6|can be derived similar as Lemma[D.3]

D.1.2 Lower Problem Solution Error

2 2

by

Lemma D.7. Suppose we choose v < % and oy < 1. Then for t 7& ts, we have:

[Hy(m) y<m>H] M [H?Jt(T)— (m)

)

970[25 l [H (m) _v g(m) (7n) ('rn) H ] 9” 77 Qg 1

—1 Y1

fort = t,, we have:

B[ 717 < (1~ P10 syl — o ] - TR R o
9 m m m m
IO ™) — Vg ;,ymu
9/€7704t LR[00 |12 K? EM:M™ 2
+7/w v 2711%] + 7%_1 [l2™) — 2

2y

tll?]

O

E[lv™ 2]

Proof. First, we exploit Proposition and choose the function (" (xgm), -), by assumption it is

L smooth and p strongly convex, and we choose 7 < i and oy < 1, thus:

(m) (m) <(1- #’YOét Hraey

2
m m VO m 4’)/0%
oy = oI v = wt I = ™I = Vg

”y (m)

) (m) ”2

Next, we decompose the term ||yt(f~_n1 —y o as follows:
il)

/Wt

||yt+1 -y <m)||2 (1 + )||yt+1 —y (m>H2 (1 + 1 )||y (m)

4

2 21 ..(m)
— Y 1+ —)&%||z

)|| t+1 y( )H ( t) || t
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( (m)

Lt

y (WL))

— )

)y Yt

I?

I?

Mtl H]

— ™

(38)

(39)



where the first inequality holds by the generalized triangle inequality, and the second inequality is
due to case a) of Proposition 3.9. Combining the above inequalities [38]and [39] we have

m m pye pya
C =yl IP < (1 (- )

m m ,U/)/th ’Y at m
It = =y DR = (14 EE T ™2

ly: " —y (m 1

pyay 470% m) (m)y _ . (m) )2 4 2 2
+ (14 Vy , —w + 1+ —)r%|z;  —
( 4 —) | ( Ty ) b ( #’70%) | t t+1||

ap < 1, we have.

Since we choose v <

2L’
2,22
LA PR LA A T LU N e e AP

4 2 4 8 -
and — (1 + £37¢) < —1, (1 4 2224) < 2, yiyay < L. Thus, we have

pryce
4

2
7o 04t
1> - ”Wt(m)HQ

m m Hryo m
Iyifd =y )IP < (1= =)™ = o))
9’)/0175
Vg™ u™) —we* + Qm ™ — 2
T
Note for the term 7} we have T} = Hnatut(m)Hz fort+ 1 # t,and T} = Hftﬂ — xgm)HQ
m _ Tt || + 2||77atutm) || for t + 1 = t,. This completes the proof. O

D.1.3 Upper Variable Drift
Lemma D.8. Fort € [ts_1 + 1,%,], with s € [S] we have:

t—1
laf™ =22 < > IPad||(w™ - 7))
l=ts_1

Proof. Since we have mg ) — noy— 11/t( 1) , this implies that:

L1
i‘gm ,(? E Ozeu and T; = Ti, , — E noyvy.
=i,

b=ts_1
Sofort € [ts_1 +1,,], with s € [ ] we have:
t—1 t—1
8" =2l = [l =7y = (30 maei™ = 37 naw)|”

é*ti; 1 Zi{s 1
@, )
=D nar(w™ - Z || (v™ — )|

E:{571 = ts 1

where the equality (a) follows from the fact that m%@l = Ty ;inequality (b)isduetot —t,_ 1 < T

s—17

and the generalized triangle inequality. [
Lemma D.9. Suppose oy < 161L’ n < 1, then for t # i, s € [S], we have:
M
Z Bl o < (14 557 Z Bl — sl + 47222, S B2l + w7 ]
m=1

8IM (c,a?_1)*G3

+8IM(cpa? 1)*GT + 5

+ 161 M (c,ai_,)*¢?

M
+1281L% (02 1)? Y E[[ly™ — yi?%lﬂ
m=1 -

M t—2
+1281L%(c,0? )2 Y N DPaZE| (™ - w)||?

m=1/¢=t,_,
where the expectation is w.r.t the stochasticity of the algorithm.
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Proof. By the update step in Line 7 of Algorithml for t # t,, we have:

E[0i™ — 5> = El|ulg + (1= coad ) (™) — ™) 5.) = (e, + (1= coad_y) (o1 — fi-15,)) ||

=E||(1- cuozf_l)(l/t(_l) — 1) + ﬂg,zsl

(a) 1 m _
< (L+ P —cof Bl =7 |?
m _ m _ 2
+ (1 + I)EHME,Bi — Kt,B, — (1 - cuaffl)(ui i B. ,utfl,BI) ’

1 m — m — m —
< <1 + I) Elv™ — zoa|? + (1 + I)E||M§,Bz — [, — (1 — Cua?_ﬁ(ﬂg_i,gm — [it-1,B,

(40)
where (a) follows from the the generalized triangle inequality.
Next we bound the second term of the above inequality (denoted as 77):
M
Z EHN?[Q — B, — (1= Cuﬁﬂ)(ﬂﬁiﬁr - ﬂtﬂ,BI) ’2

m=1

M M
<2 Z Bl — fies, — (1™ 5. — fir-1,5.) I* +2(coa? ;) > El|u™ 5, — -1,

m=1
<2 Z EH (m) (m)

where the second inequality follows Proposition [E.2} We bound the two terms separately, for the first
term, we have:

M M
STE|uE - u™ s 1P < 22T Ela™ — 22+ ™ - w1
m=1

M
* 4 2(c0f ) Y Bl s, — e

m=1

2

m=1
M

<1262 3 Eflnn™ 2 + w17 @1
m=1

where the inequalities follow Proposition Eb) and the fact that x(m) = mgm) when t # {,;

Next for the second term, we have:
M M

Z ]EH“S&T%,BE - ﬂtfl,BwHQ = Z EHM 1,8, - ™ - (At—1,8, = fir—1) + "~ ﬂtqHQ

m=1 m=1

(@ - m m l m
=2 Z EHNEJ,BGE - - (Ae-1,8, — ﬁt71)||2 +2 Z EHNL{ - ﬁtleQ

0 & l
<2 Z Ellu™ 5, — w7 +4 3 E| VA (2,21) — Vh(zeo) ||
T1 — T
+4 Z E|[™) — VA (2,_1) + Vh(Zi—1) — fie—1 ) (42)
Ts

Note for the term T of Eq. {42 we have EH/% 15, — NETE ||2 < G2+ %3; For the term T, oqu.
by the bounded intra-node heterogenelty assumpt10n we have:

M M
1 ,
T, <4 i > E[VAT (2 ) = VAU (2, 1)|* < AME
j=1
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Finally, For the term T35 of Eq.[42]

Ty <8 Z E||p{™) = VA (z,_)||* + 8 Z E||VA(Z:1) — i1 < 16 Z E||u{™ — VA (20|

m=1 m=1 m=1

M
<32 ) E[[li™) = VA @) + [|VA™ @) — VAT (@-1) ]

m=1
( M
< 32L22E [llaf™) — 21 |?] + 3202 Y E Hy“’”—y%’f,?) ?]
m=1 m=1

where inequality (b) follows Proposition[D.3]c) and d).
Combine Eq.[d0] Eq.[#1]and Eq.[#2] use the fact that I > 1, we have:

M
ST EIp™ - n?
m=1
M

M
1 m — 2 m
) ST BT - o+ A1E2 0 > E[lnp™ | 4 lyew ™ 1?]
m— N——

m=1 T

8IM (cya?_1)*G3
(cvai_1)°G3 +161M (c,0? ,)%¢?

+8IM(c,a?_|)?G3 +

by
M M
+1281L%(c,0? 1)* Y Ef|la™ — z-1|?] + 128102 (c,0? 1)* Y E[|ly™) — y<7:2> 1]
m=1 m=1

We separate the term 77 with triangle inequality to get:
M
> Ely™ —w?
m=1

M M
1 T m — 7 — m
< (147 +s1EPal ) S BT - mal? a1l 3 El2lmall + el
m=1 m=1
8IM (c,a?_1)*G3
by

+8IM(c,a? 1)*GT + + 161 M (c,ai_1)*¢?

M M
+1281L%(cy0? 1)? > Efl|2™) — @ea||?] +1281L(cp0? 1)? > E[[lyt™ -y (m)|| d
m=1 m=1

T
Finally, choose noy < — 6 L 7 and combine with Lemma m to bound the term 77, we get the bound
in the lemma. This completes the proof. O

Next, to simply the notation, we denote A; = E||7 —E¢[fis 5.]||% Br = & Som_, Ely{™ — y(?fz)

M m m m m M m —

Cr= LM Ellw™ — Vg (@™ y™) % Dy = £ M E|ly ) _ 5|2, B, = E|mP.
M

Ft:ﬁZm 1EH (m)”2

Lemma D.10. For oy < ﬁ we have:

3,€2 2.2 to—1 302 to—1 3772 ts—1 372 to—1
(A 7 Dy < —2 N B+ 2 N B+ S wF
( 4*163I5L4)t:{ o 2*16QI4L2E§ o 321@}2 CHET Gar ;1 o

<3cgc;§+ 32G2 303@) =
32112  32Ib,12 16112

b=ts_1

where the terms D,, FE; and F; are denoted above.
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Proof. Based on Lemma|[D.9] for ¢ # #,, we have:
33
Dy < (1+ = I)Dt |+ 12810220} By 1 + 8IL%a2 \n*Ey_y + 41122 \4*F,_,
8Ic2at 1G3 . =
b7t12 +16Ic2af ((* + 12817 L n* ol Z oDy
r l=ts_1

+8Ic2al |G? +

while for ¢t = ¢, we have D;, = 1/MZ EHy(m) vr |12
recursively from t5_1 + 1 to t. so we have:

= 0. Apply the above equation

33 720204 2.2 2 2.2 2 8]0,2,6%(12}
Di< > (1+ 3—1) “(1281L22al By + 8IL2 20l By + AT L2202 F, + 812 Gaal + —
27_ x

+161c2¢%a} +1281°LPn clal Y aiDy)

0=ty

722 4 2,2 2 2,2 2 241¢} Gy
< Y (BUILPai By + 241 L 0 0 By + 121170} Fy + 2416 G} + =2
L=ts_1 r
¢
+ 161c2¢%ag + 38417 L ca) Z aZDy
=ty
The second inequality uses the fact that ¢ — I < I and the inequality log(1+ a/z) < a/x forz > —a,

so we have (1 + a/z)* < e*, Then we choose ¢ = 33/32 and « = I. Finally, we use the fact that
33/32 < 3,

Next we multiply c; over both sides and take sum from ¢,_1 + 1 to £,, we have:
ts ts—1

> aD < Z o Z (3841 L%c2af By + 241 L*n2 a2 By + 121127202 Fy
t=ts_1+1 ts—1 l=ty_1

2412 G2 _ ¢
+ (241c§G‘;‘ + T”l + 481c5¢2> af + 38412 L*n*cta Z aZDy)
v I=t,_
(a) ts—1 . 3]1/2j; 2 3]1/2i 2
< (24]1/2[/6304;}3g + %(X%E@ + %&?Fg
l=ts_1
372202 3IV/2:2G2 3126202 94T3/2 1222 £
+( e e =l AC”C)azHA ral 37 aiDy)
Y %, L 3 -~
I=ts_y
(b) 3C2 ts—1 3,'72 ts—1 372 ts—1
< —r By + — E,+ — F,
T 24162412 2. Bt gr > Bty 3 ok
l=ts_1 l=ts_1 l=ts_1
322 322 322\ Lol K222
( l/Al_"_ v A2 + VCA. ) Z Oé?—f— Z OétDt
32112 32Ib,L? 16IL2 T 4 % 163I5L4
In inequalities (a) and (b), we use a; < W Note that Zt i D= t_;_t’j,l o Dy as
D;, = Dy, , =0, so we have:
3/452 2 2 ts—1 3C2 ts—1 2 ts—1

(1- 4% 163I5L4) t_tZ b < e HZ aeBe + 3@ Z QB+ o 64] Z ok

=t._1 =ts_1 l=ts_1 l=ts_1
(303@ L 386G 3aC ) s
32112 32[bxﬁ2 16712
This completes the proof. O
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D.1.4 Descent Lemma

Lemma D.11. Supposen < 57, au < 1, forallt € [ts_1,t; — 1] and s € [S], the iterates generated
satisfy:

E[h(Z:+1)] < Elh(#)] - TUE[|7]%] — LEEIVAE)]?) + 2n0/El|[Eelfir5,] — 71]1%) + 4na G

E2I77 (6% m 4L no
e Z ZEH = m)IP + = tZEny o w1
O=t,_

where the expectation is w.r.t the stochastlczty of the algorithm.

Proof. By the smoothness of h(x) we have:
L

E[h(@111)] < E[b(#0) + (VA@), 01— 30) + 5 |een — 7))
Y R [h(z:) — now (VA(E:), 7) + nat 1721%]
© Eh) - 2 —"‘”uw O + T2 [wnz) - 5 + "L )
= E[h(z) - || —”‘“nw DI? + 5L |Vh(@) 7))

T

where equality (a) follows from the iterate update given in Algorithm (b) uses (a,b) = 3[||all* +
[6][*> — lla — b]|*] and ey < 5% For the term T}, we have:

’

E[||Vh(z:) — #|°] < 2E[||VA(z:) — — Z Vh(z{™)|*] +4E| H* Z Vh(z™) — Eelfie,,]

+ 4E[HE£ ft.B,] — ’/tH ]
For the first term, we have:

M 22

E

E[|Vh(z,) — — Z Vh(z™)||*] Z [IVh@) = Vh™)|*] < T+ > Efle - a™|]
m=1 m=1 m=1
[ZE -1 m=1
where the last inequality uses Lemma|D.8] For the second term, we have:
g M M
H* ZVh Bl gll] < 57 D EIVAGE™) - u™ (] + Z [let™ =Bl 5117
m=1 m=1 m=1
812 &
<=+ Y B[y ) —u™ ] +863
m=1
Plug the bound for term 77 back gets the claim in the lemma. O
D.1.5 Proof of Convergence Theorem
We first denote the following potential function G(¢):
_ 9bMn m 18nL? m m
G = h) + T "7 - MleVh ™|+ = o < ZHy( D=yl
ML < (m) () ()
16020, Z = Vg™l I

m=1
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1 . wy L? 1 L IL? _ 32
Theorem D.12. Suppose y < 5, 7 < min (144 T Gl (G I hey 1), ey = g+

724152]\42, Co = }jéﬁ; + 724Ib2M2’ u = (bMo)*u, where i = max (2 163192, 03/2 3/2), 0 =

(bMo)?/
L2/3

, then we have:

19/373/2 16/3 519 190
_ /22
§ [IVR(z)|I’] = O( T+ AT + kP MPIPGY)

To reach an e-stationary point, we need T = O(k8(bM)~ e 1%), T = O(k'/(bM)~2/3¢71/3)
and Q = O(rlog(517))-

Proof. By the condition that u > c3/%83, itis straightforward to verify that c,a? < 1. By Lemma
(in new notation), when t # t,, we have:

O:l_tl - 2::21 < (at 11 — oy 2 — CpQy_ 1) Arq + 26325\}161% + 4L2;7]2\;t71 (Dioq1 + Erq) + —2L2’Y2ZX471FFI
Note we choose b, = b. For a; !, — a;;, we have:
B (/i) A (ot i) KA. o
K -1 ) 5 = 35(u+ o2(t —1))2/3
(b) 22/3 5252 () 92/3 52 ) 272 ) L

= < <
= 383(uto20)2/ 383 Ot = 3a2%t = oqmpepe®

where inequality (a) results from the concavity of /3 as: (z+y)'/3—2'/3 < y/322/3, inequality (b)

used the fact that u; > 202, inequality (c) uses the definition of ;. By choosing ¢, = %—&-W,
we have:
Ay Ay 32 2208 G5 ALy 202721 Fy_y
— < — 1A d D;_ FE;_ _—
w1 g = ngOét 141+ i + oM (Di—1+ Ei—1) + i
When t = i, by Lemmaand Lemma we have:
Ay Ay q 32 220} 1G5 8L*n?oq_y
— < — 1A - Di_1+ E;_
o mn S oAt gt (Pt B
2[:2’)/20475 s 8L2 i1
+T t—1 Z 177 ayDy
5 ts_1
Note we use the fact o/ ag,—1 < 21in the last term, which is due to:
ay (ufs—l + 02(55 - 1))1/3 = (1 + Ug,—1 — U + Ug(fs —-1- t))1/3
Qg (ug + o2t)1/3 uy + o2t
(I —1)o? 13 (I-1)
<(14+-—= <l+ ———
*(+ut+02t) - +3( +I+4+1)~
where we use the condition u; > (I + 1)0 Next, we telescope from t,_1 + 1 to £,:
Ag A; 32 22263 A 161022 =
S A v Sy —— D
(agg_l agfl_l)_ 9bM Z @l S 2. % oM L Mt
s s t=ts—1 t=ts—1 t=ts—1
8f2p2 tel 9f2~2 faZl
S L Bk S Y ik (43)
t=ts_1 t=ts_1
Next, we follow similar derivation as A; /a1 — A4—1/ai—o. By Lemma For t # t,, we choose
2 .
Co = iﬁﬁ? + 24IbQMQ,to obtain:
on Ci_q 144 L% s 2c2al 0% AL*noy_, 2L2~?
— < — Ci_ D1+ E;_ ——ay_1F_
o1 wma s e Yt Tar T Pt B e
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Note we choose b, = bM. When ¢ = £,, by Lemma|D.5|and Lemma|[D.8] we have:

Ct Ct—l 144L201t_1 2cia§_102 8L2772at_1
- < - _ Dy 1+ E,_
i1 u—o — M2 Coat = F - P T B
202720y, arz 2,
+5TFH+W;, IacDe
=ls—1

Divide ¢, for both sides and then telescope from t,_; + 1 to £, we have:

ts—1 ts—1

Ct_ Cf71 144L2 202 0-2 3 16[[/27’]2 ts—1
S _ s < C D
(O‘t}fl 041?5,171) - 2bMp? tz o+ bM f_fz ay + Z Dy
SL2n2 ti—1 92~2 ts—1
* b_]\;7 Z By - b]\} Z o F. (44)

Next from Lemma for t # ts, we have:

prya 1By 1 _ 7204t71Ft71 + Iy —1Cy—1 n 9’{2772at71Dt71 n 9527720‘1571Et71
4 4 2p Wy Wy

When ¢t = t,, we have:

By — B < —

pya—1Bi a1 Fia n 9va-1Cq n 18k2n% a1 Dy 1

By —By1 < —
t t—1 < 1 1 2 i

18k2n2a_1 Fy_ 9R2In20y_, A
+ nag_1L¢—1 n n o1 Z arDy
ey oy

I=ts_1

For the coefficient of the last term, we use o /o, 1 < 2. We telescope from ¢,_1 + 1 to ¢, and have:

te—1 ts—1 te—1
B, — B, , < l Z ot By — — Z OétFt-i-T Z o C}
t=ts—1 t=ts_1 t=ts—1
361202 1822 b=l
+ 2N D+ — N wE, (45)
- oA
=ts—1 =ts—1
Next, by Lemma [D.TT] we have:
t—1
_ _ « o B - R
Elh(@e+1)] < Elb(z:)] — LBy = TLENVA@E) P + L2 nta; Y. ofDi+2nacd; +4L%n0. By + 4n0uG3
ezfs—l

We telescope from £,_1 to t to have:

ts—1 ts—1 ts—1

Blh(r,) ~ b, )l < - Y Bm - Y BRI+ Y ah

t=F,_1 t=t,_1 t=ts_1

te—1 te—1 te—1
+ L*In? Z oy Z olel—l— Z 2nag Ay + Z 4172 noy By
t= ts 1 (= ts 1 t= ts 1
ts—1 o ts—1 o ts—1
- > e Y TIEIVA@E)IP +4n Y] a6l
t=ts_1 t=ts_1 t=ts_1
K) 77 ts—1 ts—1 te—1
+ Z Dy + Z Moy A+ Y ALy B, (46)
t=ts_1 t=ts_1 t=ts_1
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In the last inequality, we use the fact thatt, —#,_1 < I, a4 < T6i7 and L/ L=k+1 <2k

Combine Eq. #3),Eq. #4), Eq. @3) and Eq. (6) and we have.
ts—1 2 2 22 fs—l -
now 9L2nc2 o Inc. G 2
El0] ~El0r, ] < — Y "OUE[ VA + (Lo 4 1902 S, %77 Z
t, =t,_

t=ts_1

t=t,

£,—1 X - X
L2 9Lt 9L JauF,

_2(92 8 8u

O T Al A SR Y

- i - - nawEy
t:t_z;_l (4 N272 2 2 )
2 G48IK%L2 = =
(%+TI;2+91L2+91L2 3 D+ 4y Z Wes
t=ts_1
By the condition that i < - 4’:’ . So we have:
te—1 2 92 2 2 te—1 te—1
no Inci o 97}0 G
ElG:) Bl )<~ 3. "R[|va@)] + (2L O3 S iy Y
t=ts_1 it ol t=ts_1 t=ts_1
9 2f/2 ts—1 3 ts—1 i:/ ts—1 ts—1
S Y wh— g Y ai- Y aB+ Gl Y Dy
t=ts_1 t=ts_1 t=ts_1 t=ts_1
47)

where we denote C; = (’gi + 648” L2 4 9f2 4+ 9L2) By Lemma and choose 7 < ,572’ we

have:
t. 2 te—1 2 te—1 2 te—1

— gl
Z 128I4L2 Z OétBt + Y t ; Olt t + ﬁ t {Z OétFt
s—1 =ts—1

2 12 2 12 2,2 ta—l
IS C”GI“ + 58 ) 3 48)
8IL?2  8IbL?2 4IL2 i

+(
Combine Eq. and Eq. 1@' and use the condition that 7 < min (ﬁ’ ﬁ, #, 1), the fact

that I > 1, we have:
t ts—1

ElG:] ~ElG, ] <~ Y TUE[IVA@E)] +4n Y oG

t=ts_1

2 2 o2 2 2 2 2 2 2 2 2 1
9L2%¢ 9¢;Gs  ¢,GY  c,Gs ¢ ) 3

(5 8 g8 s a4 L.
t=ts—1
Sum over all s € [S] (assume T = ST + 1 without loss of generality), we have:
T-1 9 T-1
noy 417G
E[gr] —E[G1] < = > T-E[IVA@)|*] + (nCoc + —51) D of

F2.2 2
For ease of notation, we denote C,, « = (25557 4 %, 02 + S i sz + < ) Rearranging the

terms and use the fact that «; is non-increasing, we have

nar =1 e 477G1
B S E[IVA@)I?] < Elgy] ~ BlGr] + (1Coc + —rt Z

t=1 =
9bMnA; 1877L2B1 9bMnCy G2, =
+ + ( Coc 2 )

160, Ly 160y ap

< h(zy) — h* +
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where we use G > h* (h* is the optimal value of h), and for the last term, we use the following fact:
T T T T

53 e 53 1 83 2 M2

3 = < == —— < —In(T+1)=

;at ;u—i—JQt_tz:;JQ—l—azt 0?1+t~ o? n(T+1)

the first inequality follows u; > o2, the last inequality follows Proposition [E.3| Next, we denote
the initial sub-optimality as A = h(Z;) — h*, and initial inner variable estimation error i.e. By =

In(T +1)

i Zm 1 ||y(m) y(r(ﬁz) |2 < A, and we assume A, = O(k~ 1), furthermore, we have:

M

1 m m m m 2

A =E[]| 37 30 (@@ o™ B - o™ ™) 7] < 55
m=1

and
2

M
1 m m o
= 37 2 Fled P= Vg™ @ I < 3

where we choose the size of the first minibatch to be b, = b; and b, = by M. Then, we divide both
sides by narT'/2 to have:

T—1 R
1 2A b 2 LzA b 2 2b2M2 ' In(T b2M2 21 T
LS E[va@)n) < 22 4 %o | S6LA, | %bom | M CocIn(T) , SUMCGEIn(T)
T 7704TT 8b1Ta1aT Iiu’yTOzT 8b1TalaT L2TQT LZTQ%
Note that we have:
1 (uto®)3 W3 o2
ot ot = ot T 5¢2/3

where the inequality uses the fact that (x + y)l/ 3 < 21/3 4 y1/3 In particular, when ¢ = 1, we have

i - u1/3+02/3 B ﬁ2/3(ﬂ1/3(bM)2/3+1)

a 5 B (bM)2/3
when t = T, we have:
1 ul/3 o2/3 £2/3ﬂ1/3 iz/s
< + = +
arT oT 8T2/3 T (bMT)2/3
In summary, we have:
1 z‘: B[ Vh()|?] < (%+ 9bor? . 36124, N 9bo?
T =1 - n 8b10&1 KUy 8b10[1
b2 M2 . A2 M2G? ﬁ2/3—1/3 i2/3
4 21n(T) (P Cog | MG L
L2 LQQ% T (bMT)2/3

Note that L = O(k2), L = O(r?), ¢, = O((bM)~'x2) and ¢, = O((bM)~1k2), 4 = O(I9/2K2 +
(bM) =32k, a7t = O(I3/%k% 4 (bM)~1/2K7/3), then for 1), we have:

Hy 2 L 1 L i 1)
W4kl ke, O3, ¢/ ol/? 2L’

ngmin(

Recall that C; = (64 + 648“ L 4 9f2 4 9L2) suppose we choose 7 = 5=, then C’1 O( 8) and
9122 o 96 G

n~t=O(k*), py = O(k~ ) recall that Cp o = (=575 + 2 4 e Gi | 8b2 + 2 ) S0 we

have C, . = O((bM)~2x®), suppose we choose by = O(I%/ 2) Fmally, for the coefﬁment of the
hyper-gradient bias term G2, we have:

ﬁ’

8b2M2In(T) ,u'/? 1 1662 M2a v2M2a\*? b2 M2
< +16 +16

/3
- 16 = O(k*b* M>1°/?
Psaz T toameE) < T T ) +16 = O(x )
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Then, we have:

T— 19/313/2 16/3
K K
Z Vh _ 312 \f219/2 32
T — H } O( T + (bMT)2/3 th Gl)

To reach an e-stationary point, we need T = O(k8(bM)~te= 1), T = O(k'%/?(bM)~2/3¢71/3)
and Q = O(klog (3£~ )). The communication costis E = T//I > £5%/9(bM)~1/3¢~7/6, the sam-
ple complexity is Ge(f,€) = O(M~1k8¢719), Ge(g, €) = O(k8¢719), Ju(g,€) = O(k¥e™15),
Huv(g,e) = O(k% 1)

Suppose we choose b = O(e=%%), we have T = O(k¥M e 1)), I = &M ~2/3, Q =
O(rlog(f)) and E = x%%/°M~1/3¢=1. If we instead choose b = O(1), we have T' =
O(KSM~1e™19), I = O(k'9/°M~2/3¢=1/3) and Q = O(k log(£)). The communication cost is
E = O(r52/9M~1/3¢77/6), O

D.2 Proof for the FedBiO-Local Algorithm

In this section, we investigate the convergence rate for the FedBiO-Local algorithm (Algorithm 3).

D.2.1 Lower Problem Solution Error

Lemma D.13. When v < %, when t # t,, we have:

1 - (m) _, (m) 1 < (m) 5f<a77 my2  3y2o?
M;EH% (m)H 2 M;E\!yt-l >H EH”t—lH + b,

when t = t,, we have:

M
(m) _ (m) 1 ™ _ < 2 10*””7 (m)
& B -y < - B P T 3 sl

10x2 m) - 37202
MMZEHmt —al by

Proof. First, we have:

EHyE -y (m)” V)EHyt(m) - yfﬂ%HQ 1+ IEHy (m) ~ y“&)“
t—1 wy
m 2y%0?
<@+ %)(1 = ™ =T I+ (0 DB = o I+ 1+ ) i
Yy
< (1-EDEym - oS |1+ W]Euxg -+ T
where the second inequality is due to Propositionwhere we choose v < 1/L; in the last inequality,
we use v < 1/(L) and p < L, For the last term, when ¢ # ¢4, we have:
B[ 1P < (0~ BT g P+ 2T LB o) + 2
Yy
Then when ¢ = t,, we have
m m m 10 m 0 2 m _ 3 242
Elly™ — o0 |° < (- EDE[ly™) -y |+ hla — LB + —Ellef™ — &]? + ==
Ti-1 Hy By Y
Average over all clients, we get the claim in the lemma. O
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D.2.2 Upper Variable Drift
Lemma D.14. For any t # t,, s € [S], we have:

t—1
”xtm) - ft||2 < 1772 Z Hyém) _ 17€||2
=t,_1

Proof. Note from Algorithm and the definition of ¢, that at t = ¢, with s € [S], xgm) = &, for

all k. For t # t, With s € [S], we have: z{™ = 2™ — pu{™), this implies that: z{™ =

(m) Z; ! 771/@ ™ and T, = Ti_, — Zz_%sil ng. So for t # €5, with s € [S] we have:

t—1 t—1

e = o, — (= X )l LS ek )
f t —1 5_1?371 Z:ti,.fl
< I’ Z ™ = 7
ez[sfl
This completes the proof. O
Lemma D.15. Fort # ts,s € [S], we have:
(m 412 m 2 1212 IT] - 2
LS B -l < 4 S w7+ EZZMW)V
m=1 m=1 m=1/¢=
2
+8¢* +4GT + 4bGQ

fort =t s € [S], we have:

1 z m 4.Z/2 M m m 4G2
*ZEH(’G( )_Dt)H2SWZEHyt( ) ?/(<n3>H +8C2+4G§+b7”2

Proof. Fort € [T, we have:

m (o) m m — 1 M i ]
B (™ = m)[|” < 2B[| (4™ = VA @™) = (= 57 D VRO @)

m=1
+ 2E|| (VA (™) Z VA (z7))
¢ 2B ||v(™ — VAU (2™ + 2B || VR (2™ — M Z VA (2
. AG2 a
<A™ ) 407+ G 2B e

(49)

where the equality (a) uses triangle inequality and (b) follows from the application of Proposition[E.2]
Next, for the second term of @l we have

M
m=1
M
¢ 22 VR (2 VR (z,)|]” + 4M ||V h(z, va
+4 Z VA (z,) — Vh(a)|* < 622 Z o™ — || + 4M¢? (50)
m=1
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where (a) follows the generalized triangle inequality; (b) utilizes the heterogeneity Assumption
Next for the first term, it is O when ¢ = ¢, and when ¢ # ¢, we use Lemma Substituting
back to[d9] we get the results in the lemma. O

Lemma D.16. For s € [S], we have:

te—1 te—1 4IG2
(1—12021%%) Y Dy <4L? Y By +8I¢* +4IGT + ——2
t= té 1 tfts—l N
Proof. For ease of notation, we denote D, = >SN E|™ - 5,)|? and B, =
= Z%zl E||y£m) y(?f?% |2. Based on Lemma|D.15| we have:
= AG2
D, < AL?B, + 12L%In? Z Dy +8C% +4G2 + ; 2
l=ts_1 *
Next, we sum from ¢,_1 + 1 to ¢, — 1, we have:
ts—1 ts—1 ts—1 t—1
> D<Al Y B+ 12007 Y Y De+8(1—1)¢ +4(1 - 1)G?
t=ts_1+1 t=ts_1+1 t=ts_1+10=t_1
2 = 222t_1 2 41 - 1)G3
<4L? > B+ 120707 Y Dp+8(1— 1) +4(1 - 1)GF + —
t=ts_1+1 l=ts_1 *

In the second inequality, we use t — 1 < £ — 1, combine with the case when ¢ = ¢,_ in lemma|D.14]
we have:

ts—1 ts—1

_ 3 . AIG3
(1 —12L%1%?) Z D, < 412 Z B, +8IC? +4IG? + e 2
t=ts_1 t=ts_1
This completes the proof. O
D.2.3 Descent Lemma
Lemma D.17. Forallt € [ts_1,ts — 1], the iterates generated satisfy:
] 2 2 2L N e )2 (m) ) (12 4 902
BV — Bl < 22 5 (47l — |+ 28" — 7 ) + 263
m=1
Proof. By definition of 7 and Vh(Z;), we have:
_ 2 ( ) 1 al (m)
E||Vh(Z:) — Ee[7: Z E|[Ee[v{™] - VA ()|
5 M
< 27 2 ElEelvs™) = ™ [* + [|ug™ = VA (@0)|]
m=1
0 12 X
LS Bl - o)+ B - 580 + 263
=1
2E2mM
<23 @ + B - ol k) 26
m=1
212 Y 2 2
<5r mz::l ((1+26")El|la™ — 2||” + 2Bl|yi™ — 00 [°) + +26
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where inequality (a) follows the generalized triangle inequality; inequality (b) follows the Proposi-

tion[D3]and Proposition[D.2}

O
Lemma D.18. Fort # t,, the iterates generated satisfy:
27 12
_ _ _ ) LG
E[h(#:+1)] < E[h(z,)] - ﬁEHVh(oct)nz — JE||Ee[)|* + T2 +nGY
4 2b, M
nL? = 2 2
S DT i L e VRN
m=1 l=ts_y '
fort = t,, we have:
_ am N 2 °LGY 2, (m) |2
E[h(Ze11)] < E[h(2:)] — SEIIVA@)I1® — E[|Ee[m:]]|” + + Gy Z Elly™ -y |
2 4 2b, M Ty
where the expectation is w.r.t the stochasticity of the algorithm.
Proof. Using the smoothness of f we have:
_ L
Elh(Zer1)] < E[h(20)] + E(VA(Z2), Ze4r = Te) + SE[|Z41 — z||”
(a) n?LG3

= E[h(z,)] — nE(VI(Z,), E¢[y]) + TEHE&[%]HQ 4 o

® iy N . n . 5 n_nL 7 LGS
© Eln(@) - TEIVA@)| + §E||Vh<wt> — B[] | - <2 - ) Bl + 55 727
() ) n y N 7’ LG3 2
< —_—
< Blh(z.)] ~ gEIVAE) I ~ (BBl ™ | + 572 + 763
ni? & ) )
+0F 2 (AR — a2y 0 )
m=1

T

where equality (a) follows from the iterate update given in Step 6 of Algorlthml uses (a,b) =
Lllall® + [|b]|* = lla — b]|]; (c) follows the assumption that n < 1/2L. Finally, use lemma to
bound 77 when ¢ # t, finishes the proof. O

D.2.4 Proof of Convergence Theorem

We first denote the following potential function G(¢):

9nL? m
G = E[h(z4)] + = Z EHyt - yigwg) H2

L L L) if we choose n =

Theorem D.19. Suppose we have constant = min (

1/3
min (77, (%) ) and v = 2L, we have:

5 16\ 1/3 5 2 2
1 2 _ K K" K0 G3 2

To reach an € stationary point, we choose the inner batch size b, O( —1), upper batch size
by = O(M~te !y and Q = O(klog(£)) in Eq.|l1} and T = O(Ii e 19) number of iterations.
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Proof. Similar to Lemma , wedenote Dy = - M | (yt(m)—ﬁt) 12, By = & M |yt (m) _
y(@) |?, additionally, we denote E; = ||E¢[i7;]||?. First, by Lemma|D.13| when ¢ # £, by the triangle

1nequahty, we have:

10k2n? 10k2n? 10k%n2G3  3~2%02
By — By 1 < —ﬂth + I Di 1+ I Ei 1+ Bt i
2 wyby M by
When t = t,, we have:
20k%7” 20k%n” 106217° 2 10k%7°G3 | 370>
Bi-B<-Hp + = p = g 4 T Z Dy + M= 200
2 w5 wyb, M by
We telescope from £,_1 + 1 to ¢, and have:
40k I772 = 20K2n? i 10Ix%7°G3 31202

By, — B; —— B; + D; +

tso1 = Z t+ Z e+ t;j ¢t wyby M by

(51
Next, by Lemma|D.18| when ¢ # t, we have:
t—1 PLG2
Elh(7es1)] ~ Elb()] < ~5BIVA@)I ~ (B +4x* 20" 37 Dit 2ql? By + =0k + G
l=ts_1
and when t = t,, we have:
7 - n*LG3
E[h(z141)] — E[h(7,)] < —fIEIIVh( D> = 5B+ 2qL° By + 2+ G
4 20, M

We telescope from ¢,_1 to £, to have:

ts—1 ts—1 ts—1

t—1
- - n 2 272
Eln(zs,)] — E[h(Zg, )] < — Z §E|\Vh( Dll” — Z B+ 42 L2 In° Z Z Dy
t=ts_1 t=ts_1 t=ts_1+1l=ts_1
In*LG3

2
2. M + InG7

ts—1 ts—1 Ta—1

<- ¥ gEHVh )2 - Z DB, + AR2L2I2pP Z D

+ InG3 (52)

In the last inequality, we use the fact that £5 — t,_; < I.
Next, by the definition of the potential function and combine with Eq.[51]and Eq.[52] we have:

ts—1

pl? = ro0k2n2f2\ el
G ~Gr <3 3 BV =T 8 a0 PR ) ¥ s
t=ts—1 t=ts_1 ¢

=l
to—1
% 27112
+<36O +4I> K211 E: p, + 2L me”
p2y? N by
901k2L203G3  In?LG3

InG3
12~2b, M TN
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to bound the coefficients above, we choose 7 < g” Then we have:

. fo—1 57}L fo—1 . fo—1
_ _ 2
Gr, =G <=5 D E|VA@)|® - Y. B-g > B
t=ts_1 t=to_1 t=to_1
ts—1 N
360 PO 271 L2vno?
+ (B war) iz 3 b T
p2? Nl byp
90Ik2L2n3G3  In*LG3
KR™L7N" Gy n 2 —|—I17G%
u2y2b, M 206, M
By lemma | and choosing 7 < 6IL,we have:
fo—1 fo—1
< PO 6IG2
Y. Di<6L® Y Bi+18IC7+6IGE + ——2
t:tis*fl t:tis*fl r
Next, we denote C7 = ( 3260 ) 272, and choose 7 < min( 2C111 775 lg:i, ﬁ) then we have:
fo—1 fo—1 fo—1
. 5nL2 <
Gr. = Giy < =5 > EIVh()|* ~ 75 PO DR
t=ts_1 t=ts—1
L 61G2
+Cin* | 617 > B+ 18I +6IGE + ——
t=t,_1+1 N
271L2yno®  5InG%  In*LG2
TIL yno*  5InG; | In"LGj + InG2
by 8b, M 2b,
fo—1 -
6C1IL*02G2  5InG3
< _ E h(z 2 1 IL2 32 IL2 3 2 1 2 2
< t; IVh(zo) | + 18C1IL*0*¢* + 6C1IL*n* G » S0
s—1

n 27IIA/2’y7702 In*LG2
by 2b, M

Sum over all s € [S] (assume T = ST + 1 without loss of generality) to obtain:

+ InG%

R . 6C, T 1213 G2
U ZEHVh )2 < G — Gr + 18CLTL2P¢2 + 6CL TL2 3G + 1})7’72
5TnG3 27T L2yno? Tn*LG3 9
T
8. M | by TR
InL2A . . 6C, T L213 G2
<A+ % FASCITE?0¢2 + 6CiTL2P G2 + 1b7"2
5TnG2  27TL%yno®  Tn*LG3 TG
8b, M bypt o, M

we define A = h(x1) — h* as the initial sub-optimality of the function and A, = 57 Zn]\f 1 Hylm -

yl1 ™) H as the initial sub-optimality of the inner variable estimation, then we divide by nT'/2 on both
sides and have

2A  nLG2 R R 120, L2G2
fZEHwL )12 < +’7 Gy (3601L2<2+1201L2G%+01G2> n?

2b, M ba
T
N 18L2A, N 54L*vyo?  5G3 LG
wyT byt 4b, M
T T3
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As shown in the inequality, we break the bound into three parts. The T} part has a structure similar to
that for the single level federated learning problems. Then the 75 part includes the optimization error
of the lower problem, and the statistical error of sampling. Finally, the T35 part includes the bias and
variance of the hyper-gradient estimate.

Next, by n < i’ we have

A 120, 12G2
*ZEHWL )7 < <3601L2§2+1201L2G2 Cle) n?

b
18127,  54L%y0% G 5G3
: G} 53
* u~T * byt 4sz+4sz+ ! (53)
Next, we denote constant 7 = min(ch 7 1k, =, 6111:) and C, =

(3601ﬁ2g2 +120112G2 + M) we choose

b,
2A \ /3
n= mln( (C’T) )

1
2L°
ZT: B[ Vh(a)|? < 22 36@2Ay+(40,,A2>”3 271202 3G2

and v = and obtain:

2
+ 2 + +2G3

nT T by L 2b, M

'ﬂ \

Finally, since L = O(x?) , L = O(x?) and and iy = O(x~1). Suppose we choose I = O(1), then
7=0(x"*) and C; = O(x®), ¢ = O(x?), C,; = O(k"%), thus, we have

T 1/3 5 _2 2
1 2 KD K10 KO G3 9

and to reach an e stationary point, we choose the inner batch size b, = O(xk°¢ '), upper batch size
by = O(M e ') and Q = O(klog(£)) in Bq.[11} and T = O(k®¢~'*) number of iterations. [J

E Useful Propositions

In this section, we state some propositions useful in the proof:
Proposition E.1 (Lemma 3 of [27]). (generalized triangle inequality) Let {x}}, k € K be K vectors.
Then the following are true:

L s+ a5]2 < (14 @)llall2 + (1 + D[y || for any a > 0, and

K K
20 |12k el * < K320y el
Proposition E.2 (Lemma C.1 of [30]). For a finite sequence t*) € R? for k € [K] define & =
K K ) - K
L3 ), we then have 1, 1 — 7] < S o],
Proposition E.3 (Lemma C.2 of [30]]). Let ag > 0 and a1, as,...,ar > 0. We have

T t
Ziat <lIn(1+ L":16“).

t
1= a0+ Zi:t a; ao

Proposition E.4. Suppose we have function g(y), which is L-smooth and p-strongly-convex, then
suppose v < %, the progress made by one step of gradient descent is:

Ellysrr — y* 1> < (1= p)lly* — well® + 27°0?

where y* is the minimum of g(y) and we have update rule g(yi+1) = g(y:) — YVg(yt, &), where the
error of stochastic gradient estimate is bounded by o.
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Proof. First, by the strong convexity of of function g(y), we have:

9(u") = 9(un) + (Vo) " — ) + 5y —

=g(yt) + (VygWe), ¥" — yev1) + (Vyg(ye), yer1 — ye) + glly* — ye||?

Then by L-smoothness, we have: 5 [[yer1 — 4ell* > g(yer1) — 9(ye) = (Vyg(e), yesr — ),
Combining above two inequalities and take expectation on both sides, we have

* * * L
9(u") 2 Eglyesn) + E(Vy9(),y" = i) + 51y = el = SElyers — will

* * L 2
> Eg(yi1) +IVu9 w2 + (Vog(we) y™ =y + Slly™ = wall® = Z-ElV, 900, )

2 - L

* * L 2
> Eg(yeer) + 1 Vug @l + (Ty9(u) v = o) + Slly* = will® = -EIV,9(m)l* - =5

L’}/20'2

> Bg(yenn) + Tyl =)+ 5107 =l + (v = 55 ) 19012 - 22

By definition of y*, we have g(y*) > g(y¢+1). Thus, we obtain
L~%0?

2 2 L’YQ 2
0> (Vyg(ye), y" —ye) + 5”1/* —yel” + (V - 2) I1Vyg(ye)lI” — 9

By yi+1 =yt — YVyg(ye, £), we have:
Ellyerr — v*11> = Ellye — vVyg(we, &) — v*I1> = llye — " II” = 29(Vyg(we), v — ¥*) + VElVyg(ue, )12
Ly

< (T=m)lye =y 17 = 2v(v = == = Vg w)|* + (L7 +97) 0

Then since we choose 7 < % we obtain:
Ellyers —y*1? < (1= w)lly* — well® + 29%0°

This completes the proof. O

Proposition E.5. Suppose we have function g(y), which is L-smooth and p-strongly-convex, then
suppose vy < ﬁ and oy < 1, the progress made by one step of gradient descent is:

2
* wya " Yo
lyerr = 7lI* < (0= =)y =y II° = = lwel®
dyoy 32

Q
+ 1Vyg(xe, ye) — E[wt”|2 + TtVar[wt}.

where y* is the minimum of g(y) and we have update rule g(yi4+1) = g(y:) — yYorws.

Proof. First, Suppose we denote §;11 = y¢ — Ywy, then we have yy11 = yr + oz (gr+1 — y¢). By the
strong convexity of of function g(y), we have:

9") = 9ue) + (Vyg(we) ™ = ve) + Sy — il
= 9(ye) + EEwe], y" = Gev1) + EVyg(ye) — Blwe], v = Geg1)
~ ¥ (Vyg (). Elwd) + S ly* — will (54)

where the expectation is w.r.t the stochasity of w;. Then by L-smoothness, we have:

L
S BT = will* > Bg(@irr) — 9(e) +7(Vyg (), Elwr]) (55)
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Combining the [54] with [55] we have
9(") 2 Eg(fit1) + EEwe], y" — Get1) + E(Vyg(ye) — E[wi], y* = Geq1)
+ B0y~ ~ Sl wl?
> Eg(Jet1) + YIIE[w] |* + (Elwel, y* — ye) + E(Vy9(ye) — Elwe], y* — 1)
2y =l — B
> Eg(i+1) + (Elwe], y" — ye) + E(Vyg(ye) — Elwe], v — Geq1)
20—+ (7 - ) 1Bl - Zovarlu

where Var denotes the variance. By definition of y*, we have g(y*) > g(@t+1). Thus, we obtain

0= (Elwd],y" — ye) + E(Vyg(w) Ly" - yt+1>
-l + (7 ;) = ZVarly (56)
Considering the upper bound of the second term (V,g(y:) — wy, y* — Y441), we have

—E(Vy9(yt) — E[we], " — Ge11)
= —(Vyg(ys) — Elwe], y* — yi) + (Vyg(ys) — Elwe], Elw])

1 [T 1
< L IVugly) = Elwd|* + Zlly" - wll’] + *IIVyg(yt) Efuw]|2 + £ IIE[ I

2
= 2 IVyg () — Bl + Gy = wl® + 5 B 2

Combining with Eq.[56}

2 2
3L~ H2 L

0> (E[w, y* —ye) — %Hvyg(yt) — Efw]||* + (v — MIE[w]|I* + %Ily* —

By yi11 = y: — Youwy, we have:

Ellyir1 — v = Ellye — youwr — y* 17 = llye — y*11* — 2y (Elwi], ye — y*) + Va7 E[||we ]
3Ly?

< (1= 5 Iy — v 112 = 2900 (v - 54 = =) B

IVyg(ye) = Elwd|* + (L7 e + v af)Varlw]

4’}/Olt

Then since we choose v < 3 L , ap < 1, we obtain:

/wat vat
(1- My™ = well” = ——IELwi] |

Ellye1 — y*|* <

4y 372
o E[wtw +

+

IVyg(@e, ye) — Var[w].

This completes the proof. O
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