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1 Experiments on language modeling1

1.1 Penn Treebank dataset2

We ran experiments using LSTM [5] models on Penn Treebank dataset [8] and plot train perplexities (Fig. 1) and test3

perplexities (Fig. 2) for 3 independent runs.4

Figure 1: Left to right: Train perplexity ([µ± σ]) on Penn Treebank for 1,2,3-layer LSTM

Figure 2: Left to right: Test perplexity ([µ± σ]) on Penn Treebank for 1,2,3-layer LSTM

1.2 WikiText-2 dataset5

We perform experiments on WikiText-2 dataset [9] using LSTM models with Adam [7] and AdaBelief [15] as optimizers.6

Train perplexities (Fig. 3) and test perplexities (Fig. 4) are reported for 3 independent runs.7
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Figure 3: Left to right: Train perplexity ([µ± σ]) on WikiText-2 for 1,2,3-layer LSTM

Figure 4: Left to right: Test perplexity ([µ± σ]) on WikiText-2 for 1,2,3-layer LSTM

2 Experiments on image classification8

2.1 Cifar10 and Cifar1009

We ran experiments on Cifar10 and Cifar100 on VGG11 [14], ResNet34 [4], DenseNet [6] architectures. We report10

train accuracies (Fig. 5) and test accuracies (Fig. 6) for 3 independent runs.11

3 Experiments on generative modeling12

3.1 WGAN13

We run experiments on Cifar10 dataset using WGAN [1] for the task of generative modelling. We present a collage of14

fake images output by WGAN for each optimizer (Fig. 7).15

3.2 WGAN-GP16

We run experiments on Cifar10 dataset using WGAN-GP [3]. We present a collage of fake images output by WGAN17

for each optimizer (Fig. 8). Fig. ?? shows the images obtained from training Padam [10] using different partials.18

4 Experiments on Reinforcement Learning19

4.1 Space Invaders20

We train an agent to learn to play Space Invaders (Atari Game) using DQN [12] architecture with Adam [7] and21

AdaBelief [15] as optimizers. Fig. 10 shows the Q value and Fig. 11 plots the reward function against training steps.22
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(a) VGG11 on Cifar10 (b) Resnet34 on Cifar10 (c) Densenet121 on Cifar10

(d) VGG11 on Cifar100 (e) Resnet34 on Cifar100 (f) Densenet121 on Cifar100

Figure 5: Train accuracy ([µ± σ]) on Cifar 10 and Cifar 100.

(a) VGG11 on Cifar10 (b) Resnet34 on Cifar10 (c) Densenet121 on Cifar10

(d) VGG11 on Cifar100 (e) Resnet34 on Cifar100 (f) Densenet121 on Cifar100

Figure 6: Test accuracy ([µ± σ]) on Cifar 10 and Cifar 100.
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(a) AdaBelief (b) AdaBound (c) Adam

(d) MSVAG (e) Fromage (f) RAdam

(g) RMSProp (h) Yogi (i) SGD

Figure 7: Fake samples from WGAN trained with different optimizers
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(a) AdaBelief (b) AdaBound (c) Adam

(d) MSVAG (e) Fromage (f) RAdam

(g) RMSProp (h) Yogi (i) SGD

Figure 8: Fake samples from WGAN-GP trained with different optimizers
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(a) Real (b) p = 0.125 (c) p = 0.2

(d) p = 0.0625 (e) p = 0.25 (f) p = 0.4

Figure 9: Fake samples from Padam WGAN-GP trained with different partials

Figure 10: Q value on RL toy experiment using different optimizer

Figure 11: Reward function on RL toy experiment using different optimizer
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5 Stability Analysis23

5.1 SN-GAN24

To analyse the stability of GANs we measure the gap between generator and discriminator losses at different stages of25

training in SN-GAN [11] on Cifar10 dataset. We do this exercise for AdaBelief [15], SGD [13], Adam [7], RMSProp26

[2]. Figure 12 highlights the difference in red. A higher gap is attributed to unstable training and a small gap means27

that the training is stable. From this we can see that the order of stability from most to least follows as: RMSProp,28

AdaBelief, Adam, SGD.29

(a) AdaBelief (b) SGD

(c) Adam (d) RMSProp

Figure 12: SN-GAN Generator Discriminator loss after smoothing the curves with β = 0.95

6 Convergence Analysis30

6.1 Cifar10, Cifar100, LSTM31

To understand convergence abilites of different optimizers we make use of definition <x> from the main paper. Table 132

shows the convergence epoch for the different optimizer for experiments performed on Cifar10, Cifar100 using VGG11,33

ResNet34, DenseNet as backbones and on PTB dataset trained using LSTMs.34

Optimizer CIFAR-10 CIFAR-100 LSTM
VGG11 ResNet34 DenseNet121 VGG11 ResNet34 DenseNet121 1 layer 2 layer 3 layer

Adam 164 161 163 181 160 161 117 160 166
AdaBelief 159 165 168 162 181 172 118 137 154
RAdam 163 176 162 180 169 180 110 106 107
AdamW 160 163 165 174 173 178 115 106 105

Yogi 161 173 166 164 175 174 119 123 119
MSVAG 159 179 163 176 170 166 130 125 119
Fromage 164 182 163 161 175 165 115 117 117

AdaBound 169 182 164 165 168 179 156 129 127
SGD 167 FTC 162 FTC 166 FTC 157 151 123

Apollo 177 FTC 174 186 172 179 - - -

Table 1: Epoch of convergence (out of 200) for each optimizer for different experiments. FTC denotes failed to converge.
AdaBelief converges at epochs similar to other optimizers from Adaptive gradient family.
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