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Motivation
The capability of dialog is desirable for robots as it allows 
robots to ask for help in a way that non-expert users can 
understand. Furthermore, robots need to leverage the 
feedback from users and learn to perform the task.

Related Work
● Human-robot dialog. [1]
● Continual skill learning. [2]
● Active Learning. [3]

Challenges
● How does the robot know that it does not know the skill 

to perform a task?
● How to continually learn novel skills without forgetting 

the existing ones, with only few instances?

Methods
● Use language embedding spaces to estimate whether 

the robot possesses the skill or not.
● Introduce LoRA adapters to ACT to continually learn 

fine-grained control tasks
● Combine a state machine with LLM to request 

information via dialog

Limitations
● Restricted domain for the human subject study.
● Demographic limitation of participants of the human 

subject study.
● Doesn’t handle turn-taking naturally.
● Have issues with heterogeneous demonstrations
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Simulation Results
Results on RLBench:

Results on LIBERO:

Human Subject Study Results
Objective metrics on agent task performance:

Objective metrics on distraction tasks:
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