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ABSTRACT

Adpversarial attacks on convolutional neural networks (CNN) have gained signifi-
cant attention and there have been active research efforts on defense mechanisms.
Stochastic input transformation methods have been proposed, where the idea is to
recover the image from adversarial attack by random transformation, and to take
the majority vote as consensus among the random samples. However, the transfor-
mation improves the accuracy on adversarial images at the expense of the accuracy
on clean images. While it is intuitive that the accuracy on clean images would de-
teriorate, the exact mechanism in which how this occurs is unclear. In this paper,
we study the distribution of softmax induced by stochastic transformations. We
observe that with random transformations on the clean images, although the mass
of the softmax distribution could shift to the wrong class, the resulting distribution
of softmax could be used to correct the prediction. Furthermore, on the adversarial
counterparts, with the image transformation, the resulting shapes of the distribu-
tion of softmax are similar to the distributions from the clean images. With these
observations, we propose a method to improve existing transformation-based de-
fenses. We train a separate lightweight distribution classifier to recognize distinct
features in the distributions of softmax outputs of transformed images. Our em-
pirical studies show that our distribution classifier, by training on distributions
obtained from clean images only, outperforms majority voting for both clean and
adversarial images. Our method is generic and can be integrated with existing
transformation-based defenses.

1 INTRODUCTION

There has been widespread use of convolutional neural networks (CNN) in many critical real-life
applications such as facial recognition (Parkhi et al.,[2015) and self-driving cars (Jung et al.,[2016).
However, it has been found that CNNs could misclassify the input image when the image has been
corrupted by an imperceptible change (Szegedy et al.|2013)). In other words, CNNs are not robust to
small, carefully-crafted image perturbations. Such images are called adversarial examples and there
have been active research efforts in designing attacks that show the susceptibility of CNNs. Corre-
spondingly, many defense methods that aim to increase robustness to attacks have been proposed.

Stochastic transformation-based defenses have shown considerable success in recovering from ad-
versarial attacks. Under these defenses, the input image is transformed in a certain way before
feeding into the CNN, such that the transformed adversarial image would no longer be adversarial.
As the transformation is random, by feeding in samples of the transformed image through the CNN,
we accumulate a set of CNN softmax outputs and predictions. As such, existing transformation-
based defenses take a majority vote of the CNN predictions from the randomly transformed image
(Prakash et al.| 2018 |Guo et al., 2017). Transformation-based defenses are desirable as there is no
need to retrain the CNN model. However, they suffer from deterioration of performance on clean
images. With increasing number of pixel deflections (Prakash et al., | 2018)), there is improvement on
the performance on adversarial images, but this comes with a rapid deterioration of performance on
clean images.
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Figure 1: In transformation-based defenses, the image is transformed stochastically where each
sample ¢, is drawn from the distribution T'(«) and then fed to the CNN (blue box). In our defense
method, for each input image x, we build the marginal distribution of softmax probabilities from

the transformed samples t;l), tg), ---. The distributions are fed to a separate distribution classi-
fier which performs the final classification. Note that our distribution classifier is trained only on
distributions obtained from clean images while tested on both clean and adversarial images.

The exact mechanism of the deterioration in performance on clean images is unclear. We believe
that the softmax distribution induced by the random transformation contains rich information which
is not captured by majority vote that simply counts the final class predictions from the transformed
samples. Now, an interesting question is whether the features in the distribution of softmax could be
better utilized. In this paper, to elucidate how the deterioration in accuracy on clean images occurs,
we study the effects of the random image transformations on the distribution of the softmax outputs
and make some key observations. After the image transform, some clean images show distributions
of softmax with modes at an incorrect class, reflecting the deterioration in voting accuracy as ob-
served before. While the shifting of the distribution mode to the incorrect class is detrimental to the
voting prediction, the resulting distribution of softmax contains features that is useful for correct-
ing the prediction. In addition, we observe that the adversarial counterparts show similar shifts in
the distributions of softmax as the clean images. We also look into the distribution shapes for the
transformed clean and adversarial images and find that they are similar.

With these observations, we propose a simple method to improve existing transformation-based de-
fenses, as illustrated in Figure[T] We train a separate lightweight distribution classifier to recognize
distinct features in the distributions of softmax outputs of transformed clean images and predict
the class label. Without retraining the original CNN, our distribution classifier improves the per-
formance of transformation-based defenses on both clean and adversarial images. On the MNIST
dataset, the improvements in accuracy over majority voting are 1.7% and 5.9% on the clean and
adversarial images respectively. On CIFAR10, the improvements are 6.4% and 3.6% respectively.
Note that the distributions obtained from the adversarial images are not included in the training of
the distribution classifier. Our experimental findings show that the features of the distribution in
the softmax are useful and can be used to improve existing transformation-based defenses. Our
contributions are as follows:

1. We analyze the effects of image transformation in existing defenses on the softmax out-
puts for clean and adversarial images, with a key finding that the distributions of softmax
obtained from clean and adversarial images share similar features.

2. We propose a method that trains a distribution classifier on the distributions of the softmax
outputs of transformed clean images only, but show improvements in both clean and adver-
sarial images. This method is agnostic to the attack method, does not require retraining of
the CNN and can be integrated with existing transformation-based methods.

2 RELATED WORK: ATTACKS AND DEFENSES

Given an image dataset {(x1,y1) - - (xar, yar)} and a classifier Fy that has been trained with this
dataset, with parameters 6, the aim of the attack is to produce an adversarial image x¢4" such that
Fp(z¢%) # y;, and ||23% — 2| is small. We focus on four gradient-based untargeted attacks. The
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Fast Gradient Sign Method (FGSM) (Goodfellow et al.,[2014) is a single-step attack that uses the
sign of the gradient of the classification loss to perturb the image. Iterative Gradient Sign Method
(IGM) (Kurakin et al., |2016a) is an iterative version of FGSM. In DeepFool (Moosavi-Dezfooli
et al.| 2016)), at each iteration, the attack approximates the classifier with a linear decision boundary
and generates the minimal perturbation to cross the boundary. Finally, the Carlini & Wagner (C&W)
(Carlini & Wagner, 2017)) Lo attack jointly minimizes the perturbation Ly norm and a differentiable
loss function based on the classifier’s logit outputs. Besides gradient-based attacks, there are also
black-box attacks where the CNN model is not known and only the softmax output or final prediction
is given (Brendel et al.| 2017; Ilyas et al.,2018; |Cheng et al., 2018)).

Defense methods have been proposed to make the classifiers more robust. In adversarial training, the
CNN model is trained on adversarial examples generated from itself (Madry et al., 2017 Kurakin
et al.| 2016b) or from an ensemble of models (Tramer et al., 2017). Other methods involve training
auxiliary neural networks on mixture of clean and adversarial images, for instance, by denoising
the inputs with a neural network before feeding into the CNN (Liao et al., 2018} |Song et al., 2017;
Samangouei et al., 2018)) or by training a neural network on the CNN logits (Li et al.,|2019). In the
next section, we introduce another class of defense: transformation-based defenses.

2.1 TRANSFORMATION-BASED DEFENSES

Transformation-based defenses aim to recover from adversarial perturbations, that is for input trans-
formation 7', we want Fp(T(2¢9")) = y;. At the same time, the accuracy on the clean images
has to be maintained, ie. Fy(T(x;)) = y;. Note that transformation-based defenses are imple-
mented at test time and this is different from training-time data augmentation. Here we introduce
two transformation-based defenses that we experiment on.

Pixel deflection (PD) (Prakash et al., 2018) : Pixel deflection corrupts an image by locally re-
distributing pixels. At each step, it selects a random pixel and replaces it with another randomly
selected pixel in a local neighborhood. The probability of a pixel being selected is inversely pro-
portional to the class activation map (Zhou et al., 2016)). Lastly, there is a denoising step based on
wavelet transform. In our experiments, we did not use robust activation maps for our datasets as we
found that this omission did not cause significant difference in performance (see Appendix [E.3).

Random resize and padding (RRP) (Xie et al., 2017) : Each image is first resized to a random
size and then padded with zeroes to a fixed size in a random manner.

In many transformation-based methods, the transformation is stochastic. Hence there can be dif-
ferent samples of the transformation of an image: ¢, ~ T'(x), where ¢, represents a transformed
sample. Existing transformation defenses benefit from improved performance by taking the major-
ity vote across samples of random transformations. The advantage of transformation-based methods
is that there is no retraining of the CNN classifier. However, a weakness, as identified by [Prakash
et al.|(2018), is that the transformation increases the accuracy on adversarial images at the expense
of the accuracy on clean images. The exact mechanism of the deterioration in performance on clean
images is unclear. In this paper, we elucidate how the deterioration in accuracy on clean images oc-
curs by studying the effects of the random image transformations on the distribution of the softmax
outputs.

3 ANALYSIS ON DISTRIBUTIONS OF SOFTMAX WITH RANDOM IMAGE
TRANSFORMATIONS

Due to the randomness of the transforms, samples of the transformed image will have different soft-
max outputs. With each image, we obtain a distribution over the softmax outputs accumulated from
multiple samples of the transformation. These are the steps to obtain the distribution of softmax:

1. For each input image z, obtain N transformed samples: tgf) ~T(x),i=1,--- ,N
2. The transformed samples of the image (t&l), tf), ‘e ,tggN)) are fed into the CNN individ-

ually to obtain their softmax probabilities. With each input image and a transformation
method, there exists an underlying joint distribution of the CNN softmax probabilities,
from which we estimate with N samples.
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Figure 2: MNIST dataset: (a) Effect of image transformation magnitude (d: number of pixel de-
flections) on the voting predictions of clean and adversarial images for MNIST digits 6 and 8. The
numbers represent the percentage of images predicted to the various classes, eg. for class label 8,
78% of the transformed clean images are predicted correctly. For class label 8, with the image trans-
formation, there is recovery on the adversarial images (24% recovery), but on the clean images, there
is a deterioration in performance as some images are misclassified. However, it is interesting that
the misclassifications have the same voting classes as the transformed adversarial images. Similar
overlap in voting classes is observed for digit 6. (b) Effect of increasing image transformation on the
distances of distributions obtained from clean and adversarial images, showing that the distributions
of softmax from the clean and adversarial images are becoming more similar.

3. The underlying joint distribution of the softmax has a dimension equal to the number of
classes (eg. 10-D for MNIST). Performing accurate density estimation in high dimensions
is challenging due to the curse of dimensionality. Here we make an approximation by
computing the marginal distributions over each class. When we use the term ‘distribution
of softmax’, we are referring to the marginalized distributions (see details in Appendix [A)).

In this section, we study the effect of image transformation on the distribution of the softmax and
make several interesting observations. In the following analyses, we study a LeNet5 CNN (LeCun
et al., |1998) trained with MNIST. The adversarial images are generated using FGSM and for the
transformation defense, we use pixel deflection, with 100 transformation samples per image. In
Figure 2a] we show how the image transformation affects the voting predictions on two MNIST
classes. For each MNIST class, we take all the clean and adversarial test images, perform the
transformation and then feed through the CNN to obtain the final voting prediction. We observe that
for class label 8, there is some recovery from the attack as some adversarial images are voted to the
correct class after the transformation. However, some clean images get misclassified to other classes
(eg. 2 and 3). Although this means there is a deterioration of the accuracy on clean images, it is
interesting that the misclassifications have the same voting classes as the transformed adversarial
images. A similar pattern is observed for class label 6 where the clean images are misclassified to
classes 4 and 5, which overlap with the vote predictions of some adversarial images at d = 300.

With the above analysis, we characterize the relationship between the clean and adversarial images
in terms of the JS divergence of the distributions of the softmax at various transformation magni-
tudes. For each MNIST digit class, we quantify the 1) distance among the distributions from clean
images (clean intra-class distance), 2) distance among the distributions from adversarial images (ad-
versarial intra-class distance) and 3) the distance between the distributions of clean and adversarial
images (clean-adversarial inter-class distance). The distance metric for the distribution of softmax is
described in Appendix[B] In Figure[2b] we show two MNIST classes, but similar trends are observed
across all classes (see Figure[8]in Appendix [B)). The clean intra-class distance starts off low initially
as all clean samples will give high scores at the correct class. With increasing number of deflec-
tions, there is increased variability in the softmax outputs and the resulting distributions. For the
adversarial images, the distance decreases with more transformation. Finally, the clean-adversarial
inter-class distance decreases with increasing image transformation which shows that the distribu-
tions of softmax from the clean and adversarial images are becoming more similar.
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Figure 3: An example image and its adversarial counterpart (ground truth: class 6) undergoing
increasing image transformation (d: number of pixel deflections). The clean image gets misclassified
by voting as the distribution mass shifts to the incorrect class.
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Figure 4: Distributions of the softmax obtained from 8 selected clean images of MNIST digit 6
(A -H) and their adversarial counterparts (A-H) at transformation magnitude of d = 300. Here
we show the joint distribution of the softmax at class 5 and 6. The clean and adversarial images
misclassified by voting show similar distribution shapes, as indicated by the groupings and arrows,
eg. between E and [17 E, F, between F and B and so on.

Next, we visualize the morphing of the distributions with increasing transformation magnitude for
an example image in Figure[3] For the purpose of visualization, instead of the per-class marginal
distributions of the softmax, here we show the joint distribution over the softmax values of classes
5 and 6. Without any image transformation, as expected, the softmax outputs of the clean and
adversarial images are very different. As the image transformation increases in magnitude, each
point evolves to a distribution due to the randomness of the transformation. The voting mechanism
is straightforward; an image is classified to the class where the distribution mass is largest. In this
example, the distribution shapes for the clean and adversarial image become more similar at the
final transformation magnitude, and result in the same incorrect voting prediction. This shows the
similarity of distributions obtained from clean and adversarial images after image transformation,
which was illustrated in Figure 2b]

In Figure @ we show more examples of the distributions obtained from clean images (A-H) and
their adversarial counterparts (A-H) at the final transformation magnitude of d = 300. For clean
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images A-D, voting predicts correctly but on the adversarial counterparts A-D, voting predicts
wrongly. For clean images F-H and the adversarial counterparts E-H, voting predicts wrongly.
For completeness, we also show in Figure [0]in Appendix [C|examples of adversarial images where
the transformation defense, coupled with voting, has successfully recovered the correct class. With
the random image transformation, there are similarities in the distribution shapes between the clean
and adversarial images, as shown by the groupings and arrows (eg. between E and A, E, F'). This
further supports our earlier observations. After the image transformation, the voting accuracy on the
clean images deteriorates, but the resulting distributions have similar features as the distributions
from the adversarial counterparts. This gives us an idea to enhance existing transformation-based
defenses: to train a distribution classifier on the distributions obtained from clean images only, while
improving the performance on both clean and adversarial images.

4 ENHANCING TRANSFORMATION-BASED DEFENSES WITH DISTRIBUTION
CLASSIFIER

Instead of voting, to reduce the drop in performance on clean images, we train a separate compact
distribution classifier to recognize patterns in the distributions of softmax probabilities of clean
images, as illustrated in Figure [I| For each clean image, the marginal distributions obtained are
inputs to the distribution classifier, which learns to associate this distribution with the correct class
label. If the individual transformed images were initially misclassified by the CNN, our distribution
classifier should learn to recover the correct class. During the test phase, for any input image, clean
or adversarial, we build the distribution of softmax from NV transformed samples and feed them into
our trained distribution classifier to obtain the final prediction. Note that our defense method does
not require retraining of the original CNN, is agnostic to the attack method and can be integrated
with most existing stochastic transformation-based methods.

Distribution classifiers: We investigated three distribution classification methods. First, we adapt
a state-of-the-art distribution-to-distribution regression method, called distribution regression net-
work (DRN) (Kou et al.l2018)). Details of the adaptation of DRN are included in Appendix [D] We
also experimented on random forest (RF), which alleviates overfitting by averaging the outputs from
multiple decision trees. Finally, we experimented on multilayer perceptrons (MLP) which are fully
connected neural networks. For this distribution classification task, we concatenate the distribution
bins from the softmax classes into a single input vector for RF and MLP. The hyperparameters of
the distribution classifiers are chosen by cross-validation and are included in Appendix

5 EXPERIMENTS AND DISCUSSION

In the following section, we describe our experimental setup to evaluate the performance on clean
and adversarial images with our distribution classifier method.

Datasets and CNN networks: We use the MNIST (LeCun et al.l [1998]), CIFAR10 and CIFAR100
(Krizhevsky & Hinton, [2009) datasets. For the CNN model for MNIST, we use LeNet5 (LeCun
et al.l [1998)) that has 98.7% test accuracy. For CIFAR10 and CIFAR100, we use wide ResNet
(Zagoruyko & Komodakis| 2016)) with test accuracies of 95.7% and 78.9% respectively.

Attack methods: As introduced in Section [2} we use four adversarial attacks in the untargeted
setting. In Appendix we have included the distortion metrics, the success rates and the hyper-
parameters. The attacks are implemented using the CleverHans library (Papernot et al., 2018]).

Transformation-based defenses: As a baseline, we use a random pixel noise (RPN) as a defense
method, where each pixel noise is sampled with a uniform distribution with L., measure. In addi-
tion, we use two existing transformation-based methods: pixel deflection (PD) (Prakash et al.|[2018))
and image random resize and pad (RRP) (Xie et al., 2017). Although these two methods have not
been tested for MNIST, CIFAR10 and CIFAR100, we find that they work considerably well and
present the results here. The hyperparameter tuning for each defense is conducted on the validation
sets. We select hyperparameters that give the best recovery from adversarial attack, regardless of the
deterioration in accuracy on clean images. The hyperparameters are included in Appendix [E.2]
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Figure 5: MNIST, CIFAR10 and CIFAR100 results: For each attack and transformation-based de-
fense, we compare the clean and adversarial (adv.) test accuracies with baseline majority voting and
the three distribution classifier methods. The distribution classifiers generally show improvements
over voting. Best viewed in color.

To test the effectiveness of the transformation-based defenses before integrating with our defense
method, we perform majority voting on the transformed image samples. This sets the baseline for
our distribution classifier defense method. When reporting the test accuracies, on clean images,
we consider images that have been correctly predicted by the CNN, hence without any defense
method, the test accuracy is 100%. For adversarial images, we consider the images that have been
successfully attacked, so the test accuracy reflects the recovery rate.

5.1 MNIST RESULTS

For the MNIST dataset, N = 100 transformation samples were used for voting and for constructing
the distribution of softmax. We found that the distribution classifiers required only 1000 training
data, which is a small fraction out of the original 50,000 data. Figure E] (left) shows the test accura-
cies of the three transformation-based defenses with majority voting and with the three distribution
classifiers. Table[TT]in Appendix [E.5|shows the numerical figures of the results in Figure[5} First,
we observe that the recovery on adversarial images with majority voting for the iterative methods
IGSM, DeepFool and C&W is much better compared to the single-step FGSM. This is in line with
the observations made by [Xie et al.[(2017) where they found their defense to be more effective for
iterative attacks.

The distribution classifiers are trained to reduce the deterioration of performance on clean images.
The distribution classifiers have improved accuracy over voting on the clean images for most cases,
except when the voting accuracy was already high (eg. 100% voting accuracy for PD on Deep-
Fool). The mean improvement of the accuracy on the clean images is 1.7% for DRN. Hence, our
distribution classifier method is stronger than voting. Voting simply takes the mode of the softmax
probabilities of the transformed image, disregarding properties such as variance across the classes.
In contrast, the distribution classifier learns from the distinctive features of the distribution of soft-
max.

Without training on the distributions obtained from adversarial images, our method has managed
to improve the recovery rate. The mean improvement of the accuracy on the adversarial images
is 5.9% for DRN. The three distribution classifier methods are comparable, except for some cases
where DRN outperforms other classifiers (eg. PD adv., IGSM) and where MLP and RF have lower
accuracy than voting (eg. RPN adv., DeepFool and C&W). In the earlier section in Figure 4} we
show that after image transformation, the distributions of softmax between the clean and adversarial
images show some similarities and distinctive features. In fact, all of the clean (A-H) and adver-
sarial (A-H) images (class 6) are classified correctly by the distribution classifier. Even though the
distribution classifier was only trained on distributions from the clean images (A-H), the distribu-
tion classifier can recover the correct class for the adversarial images where voting has failed (A-H).
The distribution classifier does so by learning the distinctive shapes of the distributions associated
with the digit class from the clean images, and is able to apply this to the adversarial images with
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Figure 6: MNIST dataset: (a) Example of two clean images with class label 5, where the distribution
shapes look similar to C' and G in Figure lé__l] but the distribution classifier can still discriminate be-
tween the distributions from class labels 5 and 6 and classify them correctly. (b) On the clean images,
both voting and DRN accuracies improve with more number of transformed samples. As number of
samples increases, voting saturates while DRN continues to improve. (c) On the adversarial images,
the accuracies stay more of less the same.

similar distribution shapes. Furthermore, our distribution classifier is able to pick up subtle differ-
ences in the distribution features. Figure [6a]shows examples of clean images with class label 5 that
are correctly classified by our distribution classifier. It is interesting that although the distribution
shapes for adversarial images C and G shown in Figure look similar, our distribution classifier is
able to distinguish between the shapes for class 5 and 6.

5.1.1 NUMBER OF TRANSFORMED SAMPLES REQUIRED

We used N=100 transformed samples in our experiments. Hence, the evaluation time will be 100
times longer than the time taken by a single sample. Here we study the effect of the number of
samples. Figure [6b] and [6c| show the classification accuracies for voting and DRN as the number
of transformed samples increases. On the clean images, both voting and DRN accuracies improve
with more number of samples, with the performance of voting saturating while DRN’s performance
continues to increase with widening gap. The widening gap shows that a sufficient number of
samples is required to capture the features of the distribution of softmax. On the adversarial images,
the accuracies stay more of less the same. Although having more transformed samples is beneficial
for the performance on clean images, our distribution classifier improves the voting performance
regardless of the number of samples.

5.2 CIFAR10 AND CIFAR100 RESULTS

For the CIFAR10 and CIFAR100 datasets, N = 50 image transformation samples and 10,000 train-
ing data were used. Figure [5](middle) shows the results for CIFAR10. All three distribution clas-
sifiers gave comparable improvements over voting, except for MLP which performs worse than
voting for adversarial images with RPN on DeepFool. For CIFAR100 (Figure [3] right), the distribu-
tion classifiers mostly show improved performance over voting. There are exceptions where DRN
(eg. PD adv., FGSM) and MLP (eg. RPN adv., DeepFool) have lower accuracy than voting. This
suggests that for datasets with more classes, random forest may perform better than other classifiers.

6 END-TO-END ATTACK ON DISTRIBUTION CLASSIFIER METHOD

In this section, we evaluate end-to-end attacks on our distribution classifier method (with DRN) on
the MNIST and CIFAR10 datasets. We use the Boundary Attack (Brendel et al.l [2017) which is a
black-box decision-based attack. We performed the attack on the base CNN classifier (CNN), CNN
with pixel deflection and voting (Vote), and CNN with pixel deflection and distribution classifier
trained on clean images (DRN). In addition, we trained the distribution classifier on a mixture of
distributions obtained from both clean and adversarial images obtained with IGSM on the base
CNN, which can be seen as a lightweight adversarial training scheme (DRN LAT) except that the
CNN is kept fixed. Finally, we tested the attack on an adversarially-trained CNN (Adv trained
CNN) by Madry et al.|(2017) with allowed perturbations of L., < 0.3. Since the Boundary Attack
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uses the Lo measure, the adversarially-trained CNN which uses the L., metric is not expected to
perform well for the L, metric. For details of our implementation of the Boundary Attack, please
refer to Appendix |H Figure|7|shows the mean Lo of the perturbations over 100 test images, where
all models are attacked with maximum 5000 iterations. CNN and the adversarially-trained CNN
have very low perturbations. The stochastic models, Vote, DRN and DRN LAT, have much higher
perturbations with lower quality adversarial images, and the difficulty of the attack increases in that
order. This shows that the distribution classifier and the lightweight adversarial training extension
are more difficult to attack by the Boundary Attack method compared to voting.

Athalye et al.[(2018]) have shown that under the white-box setting where the attacker has full knowl-
edge of the CNN model and the defense, random transformation defenses are susceptible to further
attack by estimating the gradients using multiple transformation samples, in a method called Expec-
tation over Transformation(EOT). To employ white-box attack on our distribution classifier method,
there are a few potential challenges. First, our method uses 50 to 100 transformation samples per
image to accumulate the distribution of softmax before feeding into the distribution classifier. At-
tacking our method with EOT will be very time-consuming as it requires taking multiple batches of
transformations, each with 50-100 samples. Next, we have shown our method works with different
distribution classifier models, including the non-differentiable random forest classifier. While there
have been attacks proposed for random forests (Kantchelian et al., 2016), it is unclear how feasi-
ble it is to combine these attacks with EOT. We leave the evaluation of white-box attacks on our
distribution classifier method for future work.

7 CONCLUSION

Adbversarial attacks on convolutional neural networks have gained significant research attention and
stochastic input transformation defenses have been proposed to recover from the attack. However,
with transformation-based defenses, the performance on clean images deteriorates with increasing
transformation and the exact mechanism in which how this happens is unclear. In this paper, we
conduct in-depth analysis on the effects of stochastic transformation-based defenses on the softmax
outputs of clean and adversarial images. We observe that after image transformation, the distribu-
tions of softmax obtained from clean and adversarial images share similar distinct features. Exploit-
ing this property, we propose a method that trains a distribution classifier on the distributions of the
softmax outputs of transformed clean images only, but show improvements in both clean and adver-
sarial images over conventional majority voting. Our method learns on the distribution of softmax
from the transformed images. It is also interesting to consider distributions of the logits or interme-
diate layers. Our preliminary investigations show that using the distributions from the logits does
not give significant improvement. In addition, we have considered untargeted attacks on the CNN
and it is interesting to test our distribution classifier method with targeted attacks.
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A DETAILS OF KERNEL DENSITY ESTIMATION

Here we give a mathematical description of the steps for obtaining the marginal distributions of the
softmax outputs, introduced in Section3]

1. For each image x, obtain IV transformed samples.

2. The transformed samples of the image (t;l), tf), cee ;S;N)) are fed into the CNN individu-

ally to obtain their softmax probabilities. Let JS) be the softmax vector derived from tgf),
and oig, forj = 1,---,C, be the j-th component of the softmax vector. C denotes the
number of classes for the classification task.

3. Step (2) generates a population of N softmax probabilities. We build the marginal dis-
tributions of the softmax from this population. We use kernel density estimation with a
Gaussian kernel, followed by discretization of the distribution. Let h,, ; be the distribution

(1) (N).
zgr 0z

1 (s —op))?
hw)](5> = N\/%(Szexp - 262, ) (1)

where ¢ is the kernel width.

accumulated from o
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Figure 8: Effect of increasing image transformation magnitude on the distances of distributions
obtained from clean and adversarial images of the MNIST dataset.

B DISTANCE METRIC FOR DISTRIBUTIONS OF SOFTMAX

In SectionEL we studied the clean intra-class distance, the adversarial intra-class distance, and the
clean-adversarial inter-class distance. Here we describe the distance metric used, using the mathe-
matical notations in Appendix [A] The distance between the distributions of softmax output for two
input images, x1 and x5 is given by

C
1
d(hxwhxz) = 6 E DJS(hxl,j’hwzJ')v (2)
J

where D ;g is the Jensen-Shannon divergence. The clean intra-class distance and adversarial intra-
class distance are calculated by the mean distance from each image to the centroid and the clean-
adversarial inter-class distance is the distance between the centroids of the clean and adversarial
distributions. Figure [§] shows the distance metrics for all ten MNIST classes with varying image
transformation magnitudes.

C EXAMPLES OF VOTING RECOVERING FROM ADVERSARIAL ATTACK

In Figure 9] we show examples where pixel deflection with voting recovers from the adversarial
attack.

Class label 6, adv.

1o, Bdv.: 0, vote: 6 10,29V 0, vote: &
08 08
A o6
So4 go4
0.2 = 02
-
Can
280 0.5 1.0
Class 6

080 05 10

Figure 9: Adversarial examples where pixel deflection with voting recovers from adversarial attack,
where ground truth label is 6 but CNN predicts as 0.

D ADAPTATION OF DRN FOR DISTRIBUTION CLASSIFICATION

For one of the distribution classifier methods, we adapt a state-of-the-art distribution-to-distribution
regression method, called distribution regression network (DRN) (Kou et al., 2018). DRN encodes
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an entire distribution in each network node and this compact representation allows it to achieve
higher prediction accuracies for the distribution regression task compared to conventional neural
networks. Since DRN shows superior regression performance, we adapt DRN for distribution clas-
sification in this work.

Our adaption of the distribution classifier is shown on the right of Figure[T0] The network consists
of fully-connected layers, where each node encodes a distribution. The number of hidden layers
and nodes per hidden layer are chosen by cross validation. The number of discretization bins for
each distribution for the input layer and hidden layers is also tuned as hyperparameters. To adapt
DRN for our distribution classification task, for the final layer, we have C' nodes representing each
class and we use 2 bins for each distribution to represent the logit output for the corresponding
class. The cost function for the distribution classifier is the cross entropy loss on the logits. The
distribution classifier is optimized by backpropagation using the Adam optimizer (Kingma & Bal
2014). The weight initialization method follows |[Kou et al.|(2018)), where the weights are sampled
from a uniform random distribution.

E EXPERIMENTAL SETUP

E.1 ADVERSARIAL ATTACK HYPERPARAMETERS

Tables [I] to [3] show the hyperparameter settings used for the adversarial attacks. The attacks are
implemented using the CleverHans library (Papernot et al.| 2018). For DeepFool and C&W, the
other hyperparameters used are the default values set in CleverHans. For L, norm, we use the
root-mean-square distortion normalized by total number of pixels, following previous works.

Table 1: Hyperparameter settings for the four adversarial attack methods on the MNIST dataset.

MNIST
. . Attack success rate .
Distortion (%) Settings
FGSM L =0.39 53.2 -
— 100 steps,
IGSM L, =0.24 91.2 step size=0.004
DeepFool Ly =0.06 97.6 Max iter.=30

C&W Ly =0.142 94.9 Max iter.=500

E.2 IMAGE TRANSFORMATION DEFENSE PARAMETERS

Tablesf]to[6]show the image transformation parameters used for MNIST and CIFAR 10 respectively.
The hyperparameter tuning for each defense method is conducted on the validation set for each
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Table 2: Hyperparameter settings for the four adversarial attack methods on the CIFAR10 dataset.

CIFARI10
. . Attack success rate .
Distortion (%) Settings
FGSM L, =0.031 58.2 -
_ 20 steps,
IGSM L, =0.031 100.0 step size=0.004
DeepFool Lo, =0.042 95.3 Max iter.=5
C&W Ly =0.023 94.1 Max iter.=10

Table 3: Hyperparameter settings for the four adversarial attack methods on the CIFAR100 dataset.

CIFAR100
. . Attack success rate .
Distortion (%) Settings
FGSM L, =0.031 78.5 -
_ 20 steps,
IGSM Lo =0.031 99.9 step size=0.004
DeepFool L, =0.051 91.8 Max iter.=5
C&W Ly =0.026 96.0 Max iter.=10

dataset. We select hyperparameters that give the best recovery from adversarial attack, regardless of
the deterioration in accuracy on clean images.

E.3 CLASS ACTIVATION MAPS FOR PIXEL DEFLECTION

The pixel deflection (Prakash et al.||2018)) defense uses class activation maps (CAMs) (Zhou et al.,
2016) to randomly select pixels to undergo the deflection step. In our experiments, we did not
use class activation maps and instead randomly select pixels with equal probabilities. First, for the
MNIST dataset, CAMs are unsuitable because the LeNet (LeCun et al.,|1998]) architecture does not
have global average pooling layers which are required for CAMs. For the CIFAR10 dataset, the wide
ResNet (Zagoruyko & Komodakis| |2016) architecture uses a final layer of global average pooling
and so we tested CAMs on it. Table [7] compares the performance on clean and adversarial images
using the FGSM and IGSM attacks, with and without CAMs, which shows that using CAMs does
not cause significant difference in performance. This may be because CAMs are more effective on
larger images such as those in ImageNet where there are many more background pixels.

Table 4: Details of the image transformation parameters for MNIST. The three transformation-based
methods tested are random pixel noise (RPN), pixel deflection (PD) and random resize and padding
(RRP). For RPN, the noise magnitude is unnormalized (out of 255). For PD, d is the number of
deflections, w is the window size and ¢ is the denoising parameter.

FGSM IGSM DeepFool C&W

RPN Lo=130 Lo=90 Loo=10 Loo=10
PD d=300, w=20, c=0 d=100, w=20, =0  d=10, w=20, 0=0.08  d=100, w=25, 0=0.08
RRP  resize range=[4,28] resize range=[22,28] resize range=[23,28] resize range=[23,28]
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Table 5: Details of the image transformation parameters for CIFAR10.

FGSM IGSM DeepFool C&W

RPN Loo=40 Loo=40 Loo=T7 Loo=10
PD  d=60, w=10,0=0.06 d=80, w=10, 0=0.06 d=20, w=10, 0=0.04 d=80, w=10, 0=0.04
RRP  resize range=[20,25] resize range=[19,25] resize range=[28,32] resize range=[23,32]

Table 6: Details of the image transformation parameters for CIFAR100.

FGSM IGSM DeepFool C&W

RPN Loo=40 Loo=25 Loo=3 Loo=9
PD  d=90, w=10,0=0.06 d=80, w=10, 0=0.06 d=20, w=10, 0=0.02 d=30, w=10, 0=0.04
RRP  resize range=[23,26] resize range=[23,26] resize range=[27,32] resize range=[25,30]

E.4 DISTRIBUTION CLASSIFIER HYPERPARAMETERS

Our defense method uses a distribution classifier to train on distributions of softmax probabilities
obtained from transformed samples of the clean images. For each image, we build the marginal
distributions of the softmax for each class using kernel density estimation with a Gaussian kernel.
The kernel width is optimized to be 0.05. For DRN and MLP, the network architecture of the
distribution classifier and optimization hyperparameters are chosen by cross-validation. For random
forest, the number of trees and maximum depth of the trees are tuned by cross-validation. The
hyperparameters used are shown in Tables [§] to[I0}

E.5 ACCURACY RESULTS FOR DISTRIBUTION CLASSIFIERS

Here we include the detailed numerical figures for the accuracies of majority voting and the distri-
bution classifier methods. Tables [[1]to[I3] show the clean and adversarial test accuracies and the 4
attack methods and the 3 defense methods.

F DETAILS OF IMPLEMENTATION OF BOUNDARY ATTACK

For Vote, DRN and DRN LAT, the model outputs are random because of the random image trans-
formation. At each step of Boundary Attack, we allow the attack to query the model once, and
this involves taking 50-100 transformed samples for the image to perform voting or to feed to the
distribution classifier to obtain a prediction. To avoid overfitting to a fixed transformation pattern,
the transformation is random at each step. Our criteria for an image being adversarial is that out of 5
queries, the image is misclassified at least once. Because of the randomness of the model, the image
returned by Boundary Attack may be classified to the correct class, and we increase the perturba-
tion by increasing amounts until the image is misclassified. Note that to overcome the randomness,
we could have performed multiple queries at each attack step, but because our models already use
50-100 transformed samples per query, this will be computationally infeasible.

Table 7: Performance for pixel deflection on the CIFAR10 dataset with and without class activation
maps (CAM). Numbers shown are the test accuracies (%).

FGSM IGSM
Without CAM  With CAM  Without CAM  With CAM

clean  75.96(0.07)  75.98(0.02) 75.71(0.04)  75.70 (0.06)
adv. 36.35(0.07)  36.40(0.02) 51.66(0.07)  51.59 (0.08)
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Table 8: DRN network architecture for the distribution classifier, where 2x10 represents 2 hidden
layers of 10 nodes.

FGSM IGSM DeepFool C&W

RPN 1x10 2x10 1x10 1x10

MNIST PD 1x10 1x10 1x20 1x20
RRP 1x10 1x10 1x20 1x20

RPN 1x10 1x20 1x20 1x20

CIFARI10 PD 1x20 1x10 1x20 1x10
RRP 1x20 1x10 1x20 1x10

RPN 1x100 1x100 1x100 1x100

CIFAR100 PD 1x100  1x100 1x100 1x100
RRP 1x100 1x100 1x100 1x100

Table 9: MLP network architecture for the distribution classifier, where 2x10 represents 2 hidden
layers of 10 nodes.

FGSM IGSM  DeepFool C&W
RPN 1x20 1x20 1x50 1x20
MNIST PD 1x20 1x50 1x50 1x50
RRP 1x50 1x20 1x50 1x50
RPN 1x50 1x50 1x50 1x20
CIFARIO PD 1x50 1x50 1x50 1x50
RRP 1x50 1x50 1x20 1x20
RPN  1x2000 1x1000 1x500 1x500
CIFAR100 PD 1x500  1x1000 2x100 1x1000
RRP  1x200 1x1000 2x100 1x1000

Table 10: Random forest hyperparameters for the distribution classifier, where n represents the
number of trees and d represents the maximum depth of the trees.

FGSM IGSM DeepFool C&W

RPN n=100,d=20 n=100,d=20 n=200,d=50 n=200, d=50

MNIST PD  n=100,d=20 n=100,d=20 n=200,d=50 n=200, d=50

RRP n=200,d=20 n=100,d=20 n=200,d=50 n=200, d=50

RPN n=200,d=50 n=200,d=50 n=200,d=50 n=200, d=50

CIFAR1I0 PD  n=200,d=50 n=200,d=50 n=200,d=50 n=200, d=50
RRP n=200,d=50 n=200,d=50 n=200,d=50 n=200, d=50

RPN n=200,d=200 n=200,d=200 n=200,d=200 n=200,d=200

CIFAR100 PD  n=200,d=200 n=200,d=200 n=200,d=100 n=200,d=200
RRP n=200,d=200 n=200,d=200 n=200,d=100 n=200,d=100
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Table 11: MNIST results: For each attack, we compare the clean and adversarial (adv.) test accura-
cies with majority voting (Vote) and the three distribution classifier methods: distribution regression
network (DRN), random forest (RF) and multilayer perceptron (MLP). The three transformation-
based defenses are random pixel noise (RPN), pixel deflection (PD) and random resize and padding
(RRP). With no defense, the clean accuracy is 100% and the adversarial accuracy is 0%.

MNIST test accuracies (%)
RPN PD RRP
clean adv. «clean adv. clean adv.

Vote 954 170 876 17.1 914 364
DRN 978 321 969 226 982 394

FGSM "Rr 978 352 975 328 987 317
MLP 98.1 344 973 31.6 088 240
Vote 972 779 989 513 987 711
Gsy  DRN 984 900 988 673 984 824
RF 984 OL1 993 491 990 754
MLP 985 914 993 454 990 652
Vote 100 993 100 994 989 936
Decofog] DRN 999 983 999 994 99.1 952
P RE 999 931 998 970 991 96.1
MLP 998 770 998 928 990 954
Vote 999 997 990 938 989 953
cgw DRN 997 995 994 980 992 974

RF 999 968 993 96.6 99.1 97.0
MLP 99.7 89.6 994 963 99.0 96.7

Table 12: CIFAR10 results: For each attack, we compare the clean and adversarial (adv.) test accura-
cies with majority voting (Vote) and the three distribution classifier methods: distribution regression
network (DRN), random forest (RF) and multilayer perceptron (MLP). The three transformation-
based defenses are random pixel noise (RPN), pixel deflection (PD) and random resize and padding
(RRP). With no defense, the clean accuracy is 100% and the adversarial accuracy is 0%.

CIFAR10 test accuracies (%)

RPN PD RRP
clean adv. clean adv. clean adv.

Vote 473 169 759 364 819 396
DRN 684 248 841 390 884 412

FGSM  "pp 738 288 852 383 887 411
MLP 722 268 846 377 886 405
Vote 473 265 757 517 798 56
sy DRN 688 377 831 582 879 613
RE 738 407 852 594 885 609
MLP 722 3902 849 587 884 61.0
Vote 978 914 935 O9L1 976 913
ecopoo, DRN 9816 930 946 923 977 915
P RE 986 930 945 922 979 919
MLP 983 873 942 911 977 910
Vote 958 855 925 885 958 877
cgw DRN 975 876 941 908 970 893

RF 977 876 942 90.6 969 89.2
MLP 973 86.8 939 899 968 8838
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Table 13: CIFAR100 results: For each attack, we compare the clean and adversarial (adv.) test
accuracies with majority voting (Vote) and the three distribution classifier methods: distribu-
tion regression network (DRN), random forest (RF) and multilayer perceptron (MLP). The three
transformation-based defenses are random pixel noise (RPN), pixel deflection (PD) and random re-
size and padding (RRP). With no defense, the clean accuracy is 100% and the adversarial accuracy

is 0%.

CIFAR100 test accuracies (%)

RPN PD RRP
clean adv. clean adv. clean adv.

Vote 224 62 617 245 657 19.8

DRN 228 95 595 218 735 230

FGSM  "Rr 469 189 718 289 795 270
MLP 228 89 698 274 780 255

Vote 467 16.1 61.9 403 657 340

Gsm  DRN 486 178 618 406 735 399
RE 657 252 719 471 796 44.7

MLP 598 214 694 446 781 43.7

Vote 977 924 96.1 92.8 894 823
DeesFool DRN 977 922 959 925 912 846
CePrOOl RF 975 908 958 921 915 845
MLP 914 556 913 81.7 892 80.8

Vote 883 723 846 788 824 720

cgw DRN 891 730 841 778 862 755
RF 906 749 865 807 882 779

MLP 888 710 851 784 87.1 77.1
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