
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

Supplementary Materials: Open-vocabulary Video Scene Graph
Generation via Union-aware Semantic Alignment

Anonymous Authors

Time/s

Ground Truth

|<--Bicycle-Move beneath-person-->|

|<------------------------Person-Ride-Bicycle-------------------->|

|<----Person-Stand above-bicycle---->|

RePro

Person-Ride-Bicycle

Person-Move beneath-Bicycle

√

×

UASAN

Bicycle-Move beneath-person

Person-Stand above-bicycle

Person-Ride-Bicycle

√

√

√

Time/s

Ground Truth

|<------------Rabbit-Lie right-Person------------>|

|<-Dog-Sit next to-Person->|

|<------------------------Person-Play-Dog--------------------->|

RePro

Person-Play-Dog

Person-Sit behind-Dog

Dog-Stand with-Person

√

×

×

UASAN

Rabbit-Lie right-Person

Dog-Sit next to-Person

Person-Play-Dog

√

√

√

2.5 5.01.5 3.0 4.5 7.5

(a) (b)

Time/s

RePro

UASAN

(c)

1.5 3.0 Time/s

RePro

UASAN

(d)

5 7.5 10

Zebra_1-Stand front-Zebra_2

Zebra_4-Walk away-Zebra_1

Zebra_1-Stand right-Zebra_2

Zebra_3-Walk right-Zebra_1

Zebra_1-Stand with-Zebra_2

Zebra_3-Stand with-Zebra_2

Zebra_4-Walk away-Zebra_2

Zebra_4-Walk right-Zebra_1

Zebra_1-Stand front-Zebra_2

Zebra_4-Walk behind-Zebra_1

Zebra_3-Walk right-Zebra_1 Person-Larger-Dog

Person-play-Dog

Person-Hold-Dog

Person-Behind-Dog

Person-Larger-Dog

Dog-Sit behind-Person

Person-Hold-Dog

Person-Watch-Dog

Figure 1: Qualitative results of our model and RePro [2]. We compared our proposed UASAN framework with RePro on Re-
lation Detection task (RelDet) and Relation Tagging task (RelTag). Specifically, The results on RelDet task are in (a) and (b),
while the results on RelTag task are in (c) and (d).

1 CODE AND PRE-TRAINED MODEL
Thecode and the pre-trainedmodel can be found in the folder./code,
and they can be used to reproduce our experimental results. Please
refer to README for more details.

2 IMPLEMENTATION DETAILS
We utilize the same object trajectory data as [2]. Specifically, a Fast-
RCNN [8]-based VinVL model [11] is first employed to detect ob-
jects with bounding boxes for each video frame. Then, Seq-NMS
algorithm is utilized to generate class-agnostic object trajectories.
We use a pre-trained ViT model [1] for trajectory feature extrac-
tion, and our bridge encoder is established based on a pre-trained
Q-Former backbone [6]. Following [7, 9, 10], we generate visual
relation triplets in short video segments, and merge the same rela-
tions with greedy relation association algorithm proposed by [10]
during model inference. For VidVRD dataset, the base split have 25
object categories and 71 predicate categories, while the novel split
have 10 object categories and 61 predicate categories. For VidOR
dataset, the base split consists of 50 object categories and 30 predi-
cate categories, while the novel split contains 30 object categories
and 20 predicate categories. Please refer to [2] for detail base- and
novel- splits. The hidden size 𝑑 in our model is set to 512 and the
length 𝐿 of the extracted features is set to 32. 𝐿𝑚𝑜𝑡 is set to 2 and
𝐿𝑟𝑒𝑙 is set to 10. We use the Adam optimizer [4] to train our model.
The learning rate is set to 10−4 for VidVRD and 5 × 10−5 for Vi-
dOR. The batch size is set to 8 for VidVRD and 4 for VidOR, and
our model is trained 50 epochs on both VidVRD dataset and Vi-
dOR dataset. All our experiments are implemented in the PyTorch
toolkit, and one NVIDIA GeForce RTX 3090 GPU is used.

3 PERFORMANCE COMPARISON
More experimental results compared with SOTA methods on Vi-
dOR dataset are shown in Table 1. When compared with ALPro [5]
on all-split, our proposed UASAN outperforms it by gains of (9.20%,
12.00%) on R@50 and R@100 on SGCls task, andUASANalso achieves
margin improvements on PredCls task. In addition, UASAN also
outperforms VidVRD-II [9] with improvements of (0.87%, 1.45%)
and (1.73%, 3.76%) on SGCls and PredCls tasks on novel-split, re-
spectively. When compared with RePro [2], our model achieves
improvements of (0.30%, 1.16%) on R@50 and R@100 metrics on
SGCls and 0.30% on R@100metric on PredCls on novel-split. More-
over, UASAN also surpasses RePro with an average of 0.52% on
all-split. Note that RePro is trained with detected object trajectory
annotations and manual annotations on VidOR dataset, while we
only train our UASANwith a small amount of manually annotated
object trajectories on VidOR dataset due to the incomplete released
trajectory data of [2]. We can observe that our proposed method
still maintains improvements in performance on most metrics. It
demonstrates that our proposed method maintains the ability to
recognize relations when confronted with challenges brought by
more complex scenarios (VidOR dataset containing tens of times
more data than VidVRD dataset), and it achieves improvements on
almost all metrics on both novel-split and all-split when compared
with SOTA methods.

4 QUALITATIVE RESULTS
Several visualization examples of our proposed UASAN framework
are illustrated in Figure 1. Specifically, we evaluate the performance
of UASAN and RePro [2] on both Relation Detection task (RelDet)
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Table 1: Comparison with state-of-the-art methods on VidOR dataset.

Models
Novel-split All-split

SGCls PredCls SGCls PredCls
R@50 R@100 R@50 R@100 R@50 R@100 R@50 R@100

ALPro 3.17% 3.74% 8.35% 9.79% 0.95% 1.32% 2.61% 3.66%
VidVRD-II 1.44% 2.01% 4.32% 4.89% 9.40% 12.78% 24.81% 34.11%
RePro 2.01% 2.30% 7.20% 8.35% 10.03% 12.91% 27.11% 35.76%
Ours 2.31% 3.46% 6.05% 8.65% 10.15% 13.32% 27.36% 37.06%

and Relation Tagging task (RelTag) on VidVRD dataset. In RelDet
task, both the precision of the predicted relation triplets and the lo-
calization of subject/object trajectories are considered, where the
subject/object trajectories have sufficient voluminal Intersection
over Union (vIoU) with those in ground-truth and the predicted
triplet is the same as ground-truth. In RelTag task, the predicted re-
sult is correct if only the triplet to be the same as ground-truth. Fig-
ure 1(a),(b) shows the results on RelDet while Figure 1(c),(d) shows
the results on RelTag. When evaluated on RelDet task, we can ob-
serve that our UASAN can clearly distinguish novel relation predi-
cates from base ones, such as stand above andmove beneath in Fig-
ure 1(a), while RePro fails to recognize novel predicate stand above
and classifies it to a base category move beneath. In Figure 1(b), it
is also clear that UASAN has the ability to predict novel predicates
(i.e., sit next to) correctly, while RePro fails. Moreover, when eval-
uated on RelTag task, our proposed framework predicts more pre-
cise relation triplets with both base and novel predicates. As shown
in Figure 1(c), UASAN can clearly recognize the objects of the same
class and understand the relations between them. UASAN also pre-
dicts proper but rare relation predicate in a common subject-object
pair, such as the hold for person-hold-dog in Figure 1(d), whereas
RePro is easy to ignore such a triplet combination. The visualiza-
tion results demonstrate the effectiveness of our proposed UASAN
framework to predict relation predictions with both novel and base
categories. 
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