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A Appendix

A.1 Hyperparameters

For all synthesis based methods, we use the default parameters given by the authors in their original
paper. E.g. For DC and DSA, we run it for 1000 iterations. The only change we make in order to
have them scale up to IPCs larger than 50 is setting inner loop and outer loop to both 10 which are
not given by the original authors. For DM, we run the condensation method for 20,000 iterations
which is the same as the author. For MTT, we use the condensed dataset provided by the author
whose exact settings can be found in [4]. For K-Center, we use the Kmeans implementation inside
scikit-learn which is a publicly available library with maximum 300 iterations. In order to generate
the embedding features for the image, we create a random ConvNet model and train it with 1 epoch
using the whole dataset. For CIFAR10/100, we use a 3 layer ConvNet, for TinyImageNet, we use a 4
layer ConvNet as suggested by [54]]. For the augmentation used to generate the synthesis dataset, we
keep it the same as the original author, e.g. no augmentation for DC, DSA augmentation for DSA,
DM and MTT, ZCA preprocessing for KIP.

A.2 Data augmentation

In Table[T] we report the average and best performance of different methods under different augmen-
tation settings. Here we show the complete numerical results in Table 4]

A.3 Transferability

Besides Figure3]shown previously which includes the case when IPC equals 10, here we show Figure
E that contains IPC 1 and 50 for CIFAR-10, CIFAR-100, TinyImageNet. We also include all the
numerical results in Table 3] for reader’s references.
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Figure 5: Condensation method transferability for IPC 1 and 50

A.4 Combining selection based methods with synthesis based methods

MTT

As shown in Figure E|f0r DM, if we combine synthesis based method with better selection method, it
will not only converge faster but also achieve better performance. Similar results from DC and DSA
can be seen from Figure [6|on dataset CIFAR-10. We are not able to get the performance of MTT
under the computation resource limit(Out Of Memory) we set.
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Algorithm 1 K-Center

Randomly initialize a ConvNet model M and train for 1 single epoch
Compute the embedding features for each image using model M
foriin1.. Ndo
Select all the images belonging to class i and assign them to S;
Randomly select P images from S; and assign to C; as the centers for KMmeans.
while ;7 < K do
update C; based on the L, distance in the embedding space.
end while
Based on the center C;, get the nearest N images using Lo distance in the embedding space
end for
Return {C; |i=1..N}
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Figure 6: Test accuracy comparison between initializing synthetic images with Random selection,
K-Center and Gaussian noise on CIFAR-10

A.5 Different compression ratios

Previously, we show the condensation method performances in Figure[2 with IPC up to 1000, here
we show the numeric results in Table [6] for easier references.

A.6 Impact of different optimizers
The choice of optimizer (e.g., SGD versus Adam [21]]) usually has minor impact to the performance
according to our experiments. In Table [7, we show the results of using SGD optimizer versus

Adam optimizer with all IPCs(1, 10, 50) on CIFAR-10. All performances are evaluated with DSA
augmentation. We get similar performances with the 2 different optimizers.

A.7 Computation resources
In order to perform a fair comparison, we run all the experiments on the same virtual machine with 1

NVIDIA A100 GPU with 40GB GPU memory on Google Cloud. If some method is not able to run
on the machine within GPU memory limit, we report it as out-of-memory(OOM).

A.8 Training time

Here we show the training time of each condensation methods in Table E For K-Center, we iterate
300 times to find the cluster center. The run time is computed by dividing the total time by 300. For
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synthesis based methods, we run each method 100 epochs and report the mean and standard deviation
of the data.

A.9 K-Center

Prior condensation works have examined a variety of Table 9: Kmeans test accuracy compari-
selection-based methods as the baseline, such as Herd- son using raw image feature and embed-
ing, K-Center, and Forgetting [41]]. But Surprisingly, these d]ng feature generated by ConvNet on
methods often fail to outperform even the random selection  CIFAR10/100 and TinyImageNet. For
baseline. For instance, K-Center, which pick data based CIFAR10/100, a 3-layer ConvNet is
on the centers of KMean [29] algorithm, reports 16.4% ysed. For TinyImageNet, a 4-layer Con-
(absolute difference) lower test accuracy on CIFAR-10 yeNet is used.

and 50 IPCs than random selection in the original DC
paper [55]. After careful investigation, we find that the Dataset IPC
reason is probably that the model used to extract features

Image Feature
raw input  embedding

is trained for too many epochs, causing the features to 1 21.86 25.16
be too close for the data in the same class Our revised CIFAR-10 ;g f’é'(le) gé'gg
implementation leads to a substantial performance gain N s '74 10.89
over both random selection and prior selection methods CIFAR-100 10 20.08 25.04
(Table [1]9). In addition, K-Center can even match the 50 3515 38.64
performance of some condensation methods in some cases 1 1.98 3.03
(Table[T) while being much faster to run. We show the  TinylmageNet 10 6.88 11.38
flow of it in Algorithm|T] 50 1785 22.02

A.10 Distribution bias of synthetic dataset

Since DC methods synthesize a small dataset, one natural question is whether it introduces any bias
into the data distribution. Therefore, we plot the data distribution of the real dataset and the synthetic
dataset in Figure[7 for CIFAR-10 with IPC 50. The features are extracted with a ResNet18 model
fully trained on the real dataset. ZCA is applied when extracting features for KIP. The figure is
visualized using T-SNE [30] for the first class. As we can see that the synthetic images learned by
DC and DSA are more on the edge of the distribution. The data learned by DM, KIP and MTT are
more towards the center.

(b) DSA (d) KIP

Figure 7: Synthetic dataset distribution with IPC 50

A.11 Example real images and synthetic images

Here we show the selected real images generated by Random selection, K-Center and synthetic
images generated by DC, DSA, DM and MTT in Figure §] for reader’s references.

A.12 Source code and leaderboard

We open source our benchmark and evaluation library at https://github.com/justincui03/
dc_benchmark|as a contribution to the research community. At the same time, we build a leaderboard
https://justincuiO3.github.io/dcbench/ to track the most up-to-date progress in the field.
All these will be maintained regularly and we will keep updating the benchmark to reflect the newest
changes.
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A.13 Assets license

Code License:Our codebase is open sourced under the MIT license.
Dataset License: The datasets(CIFAR10/100, TinyImageNet) used in this paper are not part of our
assets, if readers are going to use the datasets, please follow the instructions below

* CIFAR10/100 Please refer to requirements for usage for these 2 datasets.
* TinyImageNet Please refer to term of access|for using TinyImageNet.

Ethics Statements

The condensed dataset used in this paper are all generated from the following standard non-private
dataset: CIFAR-10, CIFAR-100, and TinyImageNet. The library itself does not include any sensitive
information or components. Therefore, we are not aware of any ethical concern of the benchmark.
However, the end users should be aware of potential data leakage through condensed dataset, when
they try to apply any condensation methods included in our benchmark to their tasks at hand.

Appendix resumes on the next page.
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Table 4: Complete test accuracy with variance for Random selection, K-Center, DC, DSA, DM, MTT
under different augmentation settings on CIFAR-10, CIFAR-100 and TinyImageNet.

Augmentation
n/a imagenet_aug randaug autoaug DSA

1 15.06 £0.60 15.07£0.27 1458 +0.54 13.78+0.69 154 +0.28
Random 10 | 25.67£0.36 29.22+0.33 2659 +0.58 25.32+0.67 31.00=+0.48
50 | 44.59+032 50.00+£048 47.36+0.52 4247 +0.57 50.55+£0.32

1 23344+ 090 2592+1.12 21.99+0.53 185+0.62 25.16 =0.45
K-Center 10 | 3643 +0.63 39.46+0.59 38.18+1.52 33.01£0.69 4149+ 0.73
50 | 48.71+0.33 5553 +£051 53.09+041 47.62+0.53 56.00+0.29

1 28.08 £0.80 25.70+0.82 27.39+0.81 2251+091 29.34+0.37
CIFAR-10 DC 10 | 4443 +085 46.67+£043 47.65+036 43.13+0.80 50.99+0.62
. 50 | 53294+£092 55.04+020 54824031 51494042 56.81+044

1 27.75+0.54 2581 +£0.66 2671 £0.57 2475+098 27.76 £ 047
DSA 10 | 43.54+037 4784+£041 47778 +0.57 41.75+0.81 52.96 £0.41
50 | 5425+£057 59.11+£0.57  56.15+0.71 51.98+0.51 60.28 +0.37

1 26.15+0.80 24.54+0.67 2496+0.89 21.06+2.03 26.45+0.39
DM 10 | 42.45+043 45.67+055 4495+0.53 4455+£097 47.64+£0.55
50 | 56.54+£041 60.42+042 60.17+043 57.56+042 61.99+0.33

1 2430+ 1.89 2834+2.16 2579+123 40554134 3578 +1.03
KIP 10 | 32.75+091 40.13+£1.29 36.59+0.83 4723+040 46.14+0.68
50 | 50.73 £0.55 51.55+0.67 5026 +0.46 5694 +0.38 53.224+0.71

1 3930+ 1.14 2823 +2.09 31.57+£141 2357+145 4419=+1.18
MTT 10 | 5349 £0.74 5686 +0.57 57.87+0.93 47.11+098 63.66+ 0.38
50 | 62.24£052 65.67+0.75 6638+044 61.25+0.76 70.28 +0.61

1 4.28 £0.20 4.67 +0.15 4.60 +0.17 449 +£0.13 5.30£0.23
Random 10 | 14.53 £0.27 17.1 £0.36 1644+ 030 1493 +0.24 18.64 £0.25
50 | 2950+£026 3424+023 31.944+0.26 30.31+0.31 34.66 4+ 0.41

1 8.59 £0.27 9.25£0.19 9.14 £ 0.23 8.60 £0.32  10.89 £0.17
K-Center 10 | 20.73+£0.22 2356 +0.19 2348+0.19 20.67+0.23 25.04 £0.30
50 | 33.61 £041 37.73+034 36.194+0.32 33.79+0.37 38.64+043

1 1255+ 037 11.464+0.28 1298 +£042 1293 +0.24 13.66 £ 0.29
DC 10 | 2536+ 028 25.51+036 27.96+030 25.87+0.53 2842+0.29

Dataset Method IPC

CIFAR-100 50 | 2974 £034 24724034 27.54+042 2587 +0.18 30.56 + 0.56
1 | 13.034£0.14 11.50+0.15 12.61+£033 13.03+£033 13.73+£045

DSA 10 | 27.12+£027 28384032 29.78+029 27.58+0.25 3223 +0.35

50 | 38.58+£0.28 40.26+034 40.81 £0.27 38.1140.54 43.13+0.33

1 | 10794031 752+£022 875+030 7.85+£044 11204027
DM 10 | 2540+£022 2654013 28154032 26.66+025 29234026

50 | 3774026 40454032 40.69+£0.35 38.81+031 42324037

KIP 1 816029  7.02+£028  736+028 12.04+£0.15 6.74+033

10 | 2245+£044 24524042 23534020 29.04+034 22454028

1 | 16694064 11.55+033 10.87+£034 10.65+035 22340.55
MTT 10 | 31.76 £0.54 3046 +£037 34374036 29534041 38.18+0.42
50 | 43.04+048 4155+026 44.73+0.33 38.844+026 46.32+0.26

1 1.424+0.08  1.45+0.05 1.50 £ 0.08  137+0.08 1.65=+0.11

Random 10 | 470+0.18  6.15+0.11 566+0.16 527+ 0.19 6.88+£025
50 | 13.98+028 17.39+£021 1644+025 15004032 18.6240.22

1 268+020 2.68+0.18  253+0.11 234+015 3.03+0.12
K-Center 10 | 7.83+0.35 10.17+020 940+022 863+0.18 11.38+0.26
50 | 1672 +£0.41 20474023 1979+£046 17.754+0.18 22.02 +0.40

1 | 526+£0.19 4024013  480+£0.09 4182021 52740.10
TinvImaceN DC 10 | 11.12+£028 9954024 1216020 9864022 12.83+0.14
InyImageNet 50 | 11.19+£027 926+037 12303+0.19 9.33+0.13 12.66 + 0.36

1 548 £0.14 4.19 +£0.10 5.23£0.32 538 £0.11 5.67£0.14
DSA 10 | 1243 +0.29 1253+£024 1446+0.23 14.18+0.14 16.34+0.21
50 | 21.41+£0.25 2247+£037 2298+0.35 20.00+0.29 2531+£022

1 373 £0.22 3.15+0.19 3.65+£0.21 3.70 £0.16 3.82£0.21
DM 10 | 12.06 +£0.43 1243 +£031 13.04+0.18 11.76 £0.17 13.51 £0.31
50 | 2093+0.32 22.19+034 22.034+0.22 19.31+033 2276 +£0.28

1 5.88 £0.41 5.13 £0.30 592 £0.16 5.44 £0.23 8.27 £0.36
MTT 10 13.6 +0.47 1689 +0.15 17.31+0.31 1497+0.38 20.11+0.16
50 | 20.124+£030 2533+£031 26494+032 2330+0.18 28.16£045

Whole training set performances are: 85.95 + 0.09 on CIFAR-10, 56.69 + 0.18 on CIFAR-100 and 39.83 4+ 0.41 on
TinyImageNet with DSA augmentation. 19




Table 5: Transferability of different methods using 5 different networks with IPC 1, 10 and 50. All
results are evaluated with DSA augmentation.

. Network
Dataset Method — IPC | 1 Net MLP ResNetl8  ResNet]52 ViT
1 | 1540 4+028 14374038 1656+046 12.15+1.80 14.19 +0.99
Random 10 | 31.00 £ 048 25.08 +0.27 29.52+0.87 15.84+091 2621 +0.49
50 | 50.55+0.32 35214044 47264027 2336+231 39.73+0.52
1 | 25164045 24.01+£032 2599+057 14.64+130 21.54+0.55
K-Center 10 | 41.49+0.73 32.92+0.38 40.08+0.88 19.35+0.71 31.95+0.57
50 | 56.00£0.29 40.61 £034 52.69+0.70 27.84+1.07 44.65+0.39
1 |2934+037 29.02+052 27434071 1531+£036 28.14+1.11
CIFARI0 DC 10 | 50.99 £0.62 34.06 +040 43.96+ 137 16.51+0.89 34.36+0.35
- 50 | 56.81 £ 044 31.63+0.55 45944141 17.98+1.06 30.14+0.51
1 | 27764047 25.04+0.77 2559+£0.56 15124065 23.70+0.20
DSA 10 | 52.96 + 041 34494047 42114056 16.10+1.03 31.88 +0.35
50 | 60.28 £0.37 41.01 £0.36 49.52+0.72 19.65+1.16 43.30+0.43
1 | 2645+039 10.02+0.55 20.64+047 14.09+0.58 20.47 +0.46
DM 10 | 47.64 +0.55 34.44+030 3821+1.05 1560+ 1.51 34.37+0.49
50 | 61.99 £0.33 4049 +£0.38 5276 +0.44 21.67+134 45224037
1 | 40554134 2631+035 27.63+1.06 14.16+0.84 1731+ 1.63
KIP 10 | 4723 £040 23.58 +0.38 38.82+0.69 1590+021 1585+ 1.07
50 | 56.94 £0.38 2525+028 47.56+£0.76 18.44+034 18.28+0.64
1 | 4419+1.18 1040+ 048 34.17+1.41 13.40+0.86 21.53 +0.44
MTT 10 | 63.66 £0.38 30.77 £0.60 45224137 16.61+137 33.58+0.56
50 | 7028 £0.61 38454027 59.96+0.72 2090+ 1.60 47.72+0.57
1 | 530023 4274009 436+015 1.734+0.12 445+0.15
Random 10 | 18.64£025 10.20+0.18 15774024 5194046 14.07£0.21
50 | 34.66 £ 041 16.80+0.31 3023+0.61 1855+129 2690 +0.33
1 | 1089+017 7.96+0.17 875+043 2224019 7.81+0.13
K-Center 10 | 25.04+0.30 13.92+£020 22.18+0.59 7.14+0.79 17.98 & 0.44
50 | 38.64 £043 19324036 34.00+0.51 21.25+146 30.12+0.65
1 | 13.66+029 978027 9.71+046 267+0.16 927+0.14
CIFAR-100 DC 10 | 28424029 1236+020 17.944+0.59 528+1.05 1222+0.17
- 50 | 30.56 £0.56 1329 +0.30 17.64 4031 1136095 17.51 £0.15
1 | 13734045 1056+022 9954055 2954044 9484027
DSA 10 | 32234035 16.17+026 21.86+043 545+1.04 19.61 +0.15
50 | 43.13+£0.33 21424031 34344044 2079+1.76 31.89 +0.49
1 | 11.20£027 8.17+£021 536+£031 2.11+£0.13 459+0.26
DM 10 | 2923 +£026 14.68+0.18 18.724+049 3.91+0.73 17.06 +£0.25
50 | 42.32+£037 20.14+024 33344040 17.29+£241 30.11+0.25
1 | 12044015 5554025 500+£038 195+012 7.23+034
KIP 10 | 29.04£034 9004021 20.99+0.53 453+£0.18 12.05+0.65
1 | 223+055 8694033 13324129 254+011 4.65+0.22
MTT 10 | 38.18 £042 14.35+024 2678 +0.58 5.74+0.60 19.06 £ 0.31
50 | 4632 +026 21.92+027 41.08+029 27.87+199 32.93+043
1 1.65+0.11 137+008 1274008 0.63+008 1.71+£0.03
Random 10 | 6.88+025 3.124+0.13 334+0.16 1.01+0.15 6.63+0.21
50 | 18.62+£022 528402 10352033 2.90+040 16.87 +0.20
1 | 303+012 2534013 229+0.10 082+0.10 2.27+0.02
K-Center 10 | 11384026 4.73+£0.08 546+024 1.55+021 9.92+0.34
50 | 22.02+040 5.99+0.17 13514034 3.91+049 19.70 + 0.41
1 | 5274010 267+0.17 3174021 090+0.14 2.00+0.12
TinvImaseN DC 10 | 1283 +£0.14 4124011 5444021 1244018 4.17+0.10
inylmageNet 50 | 1266 £036 3.81+0.17 7.05+021 239+021 522+023
1 | 567+014 3904016 320+013 0844012 3.17+0.03
DSA 10 | 16344021 631+021 7.60+036 1.90+021 11.17 +0.15
50 | 25314022 672+020 1336040 3.78+0.56 19.87 +0.44
1 | 382+021 3114010 1.79+0.17 0894007 3.21+0.07
DM 10 | 13.51+£031 4244013 3574+020 1.06+£0.19 7.46+0.20
50 | 2276 £0.28 5744027 11.07+£039 3.33+046 18.88+0.36
1 | 827+036 333+0.13 445+023 095+009 2254007
MTT 10 | 20.11+£0.16 459+020 10.16+043 1.74+£021 11.14+0.24
50 | 28.16 £045 6.044+020 20.65+044 410+052 2143 +0.25
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Table 6: Test accuracy of condensation methods under different IPCs. All numbers are recorded on
ConvNet and CIFAR-10 dataset with DSA augmentation.

IPC Method
Random K-Center DC DSA DM

1 1540 +£028 25.164+045 29.344+0.37 27.76 047 26.45 +0.39
10 31.00 048 41494073 50.99 +£0.62 52.96 4+ 041 47.64 +0.55
50 50.55+£0.32 56.00+0.29 56814044 60.28+0.37 61.99+0.33
100 | 57.89 £0.57 62.18£0.18 6570 +0.44 66.18+0.30 65.124+0.40
200 | 6470 £0.44 6725+048 6841 +045 6949 +0.13 69.15+0.17
300 | 6852 +£0.29 70.12+£0.09 6942 +045 71.46+027 69.36+0.35
400 | 70.28 2039 71.88+0.34 70.86+042 72224048 72.61 +0.54
500 | 73.19 £0.29 7431 +£0.33 72.05+0.35 73.62+028 75.09 +0.26
600 | 74.00+£0.29 7598 £0.19 72.84+0.40 7499 +0.21 76.07+0.20
700 | 7529 +£0.25 76.74 £0.34 73.70 £0.31 76.07 =0.26 76.78 £ 0.27
800 | 7552 +£0.10 76.94 +£0.21 74804+0.29 76.76 £0.27 77.41+0.19
900 | 77.44 £045 7821 +£020 7526+0.34 77.77+044 78.33 +0.41
1000 | 78.38 =0.20 79.47 £0.29 76.62 +0.32 78.68 =0.25 78.83 £ 0.05

Table 7: Test accuracy of different condensation methods with SGD and Adam optimizer on CIFAR-
10. All results are evaluated with DSA augmentation.
K-Center DC

25.16 £0.45 29.34 +0.37
41494+ 0.73  50.99 £ 0.62
56.00 £0.29 56.81 + 0.44

2540 +£1.21 28.76 £0.71
4326+ 041 52.01 £0.62
54.82 £1.23 5475+ 1.52

KIP

40.55 + 1.34
47.23 + 0.40
56.94 £ 0.38

30.56 & 3.07
44.20 £+ 0.62
55.08 £ 1.88

MTT

44.19 £ 1.18
63.66 + 0.38
70.28 & 0.61

46.62 + 1.39
64.94 & 0.61
71.82 £0.52

DSA

27.76 £ 0.47
52.96 4 0.41
60.28 £ 0.37

27.83 £ 1.27
51.17 £ 091
58.73 £ 0.96

DM

26.45 +0.39
47.64 £+ 0.55
61.99 & 0.33

26.22 +£0.40
48.64 £+ 1.02
61.13 +£0.92

Optimizer IPC Random

1 15.40 +0.28
SGD 10 31.00 £0.48
50  50.55+0.32

1 15.39 +£0.38
Adam 10 3271 £0.92
50 4975+ 1.10

Table 8: Training time of different condensation methods. All results for synthesis based methods
are acquired by running 100 iterations and all results for K-Center are acquired by performing 300
iterations on CIFAR-10 with IPC 1, 10, 50. The average result and standard deviation per iteration
are reported for each IPC

run time(sec) GPU memory(MB)

Method 1 10 50 110 50
K-Center | 0.0012 £+ 0.00 0.015+0.00 0.05+0.00 | 3575 3575 3575
DC 0.16 + 0.01 3314002 1574 +£0.10 | 3515 3621 4527
DSA 0.22 +£0.02 4474+0.12 20.13£0.58 | 3513 3639 4539
DM 0.08 £ 0.02 0.08 +£0.02 0.084+0.02 | 3323 3455 3605
MTT 0.36 £0.23 0.40 £0.20 OOM 2711 8049 OOM

Note: different methods need different iterations to converge, this table shows the run
time and memory needed per iteration which reflect the bottleneck of the algorithm.
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Figure 8: Real images vs synthetic images
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