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ABSTRACT

This paper presents a method to explain how input information is discarded
through intermediate layers of a neural network during the forward propagation.
The layerwise analysis of information discarding is used to explain and diagnose
various deep-learning techniques. We define two types of entropy-based metric-
s, i.e. the strict information discarding and the reconstruction uncertainty, which
measure input information of a specific layer from two perspectives. We develop
a method to compute entropy-based metrics, which ensures the fairness of com-
parisons between different layers of different networks. Preliminary experiments
have shown the effectiveness of our metrics in analyzing benchmark networks and
explaining existing deep-learning techniques. The code will be released when the
paper is accepted.

1 INTRODUCTION

Deep neural networks (DNNs) have shown a significant discrimination capacity in many tasks. How-
ever, black-box feature representations of a DNN have increased difficulties of analyzing the cor-
rectness of the DNN, which has presented continuous challenges for decades.

Therefore, in this study, we aim to propose generic metrics to help diagnose intermediate-layer fea-
tures in DNNs and explain the success of existing deep-learning techniques. Specifically, given a
pre-trained DNN, we analyze features in intermediate layers from the new perspective, i.e. informa-
tion propagation. Information propagation through cascaded layers of a DNN can be considered as
a process of feature selection. Without loss of generality, we take convolutional neural networks for
image classification as examples to help simplify the introduction. The signal-processing logic of a
DNN can be roughly understood as follows: non-linear layers are learned to pass neural activations
of task-related visual concepts to the next layer and remove neural activations of unrelated visual
concepts (Wolchover, 2017).

In this way, we propose to quantify information of the input after propagating through intermediate
layers of the DNN. The quantification of the information of each layer can be used as a new metric
to examine a DNN, besides the traditional metric of the testing accuracy. In general, this research
includes the following two tasks.

(1) Quantification of the input information: In this paper, knowledge representations of a certain lay-
er are referred to as the amount of the input information that has been passed to this layer. Note that
a DNN keeps discarding information of the input during the forward propagation of neural activa-
tions (Goldfeld et al., 2019; |Schwartz-Ziv & Tishbyl 2017). Information discarding of intermediate
layers is measured and shown in Fig.

(2) Evaluation of the utility of DNNs and existing deep-learning methods: We use information dis-
carding as generic tools to evaluate representation capacity of DNNs, analyze the effectiveness of
network compression and knowledge distillation, and diagnose architectural flaws in DNNs.

Above tasks of quantitative network diagnosis have extremely high requirements of generality and
coherency for the evaluation metric (the definition of the generality and coherency will be intro-
duced later). This makes our research essentially different from traditional visualization of neural
networks. Previous research usually visualizes image appearance corresponding to a feature map
or the network output (Zeiler & Fergus, 2014; Mahendran & Vedaldi, 2015} |Dosovitskiy & Brox)
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2016). Other studies extract pixels/regions in the input image that are highly correlated to the net-
work output (Ribeiro et al., [2016; [Lundberg & Leel [2017; Kindermans et al.l [2018). However,
traditional pixel-level saliency is usually estimated using heuristic assumptions, which lead to issues
in generality and coherency (see Fig. 1(top-left)).

Therefore, to overcome the lack of generality and coherency, we design the following two types
of metrics to quantify the information discarding in intermediate layers. We track the layerwise
information discarding during the forward propagation to evaluate DNNs.

(1) Strict information discarding (SID) & concentration — how much input information is
used to compute the feature: Considering the redundancy of the input information, a DNN usually
selectively discards information of certain input units (pixels) to compute the intermediate-layer
feature. In general, there are two reasons for information discarding. First, some pixels are not
related to the task, e.g. those on the background. Second, input information is redundant. For
example, neighboring pixels in an image usually have similar colors to represent the same super-
pixel. The measurement of the layerwise information discarding was originally used in (Guan et al.|
2019) to estimate word attributions in tasks of natural language processing. We reformulate the
information discarding as SID to boost the fairness of layerwise comparisons.

Furthermore, the concentration metric measures the relative magnitude of information discarding on
the foreground w.r.z. that on the background to evaluate the effectiveness of information processing.

(2) Reconstruction uncertainty (RU) — how much input information can be recovered by
the feature: As mentioned above, certain pixels may be discarded during the computation of
intermediate-layer features, but their information can still be well recovered by other pixels due to
the information redundancy. Thus, we propose another metric, i.e. RU, to quantify the information
discarding from the perspective of inverting features back to the input.

Theoretically, both SID and RU can be modeled as specific measurements of the entropy of input
information, which is contained in the feature of an intermediate layer. More specifically, the SID is
related to the compactness of knowledge representation in the model and robustness to adversarial
attacking (see Appendix [A). In comparison, the RU measures the information discarding with prior
knowledge of the low-dimensional manifold of input data. I.e. the RU reconstructs the input image
without considering samples outside the manifold of real data.

Then, we will discuss issues of generality and coherency in the diagnosis of DNNGs.

o Generality refers to the problem that existing methods of explaining DNNs are usually based
on heuristic assumptions, specific network architectures, or specific tasks. To this end, both SID
and RU are formulated in the form of the entropy. As a generic mathematical tool, the entropy
is a standard metric with strong connections to existing information theories (Wolchover, 2017}
Schwartz-Ziv & Tishby} |2017). In comparison, previous pixel-level attribution based on heuristic
assumptions (e.g. gradient-based methods (Zeiler & Fergus, 2014; Mahendran & Vedaldi, [2015)),
perturbation-based methods (Fong & Vedaldil 2017} Kindermans et al.,[2018), and inversion-based
methods (Dosovitskiy & Brox||2016)) are not defined using generic mathematical concepts.

o Coherency: As generic metrics, the SID and RU are agnostic to both the network architecture and
the task. Thus, theoretically, they ensure the fairness of comparisons of knowledge representations
(1) between neural networks learned for different tasks, (2) between different network architectures
for the same task, and (3) between different layers of the same neural network. Please see SectionE]
for experimental proof.

Such comprehensive comparisons ensure the broad applicability of this study. We use metrics of
SID and RU to evaluate the representation capacity of various DNNs, e.g. diagnosing DNNs learned
via network compression and knowledge distillations.

Contributions of this study can be summarized as follows. (1) In this study, we propose to measure
the discarding of input information during the forward propagation, in order to diagnose layerwise
knowledge representations of pre-trained DNNs. (2) We define two generic types of information
discarding and develop a method to quantify the information discarding, which enables fair com-
parisons of knowledge representations over different layers of different DNNs. (3) The proposed
metrics help diagnose DNNs and analyze existing deep-learning techniques. Preliminary experi-
ments have demonstrated the effectiveness of our method.
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Figure 1: Coherency of our metrics. We show saliency maps of intermediate-layer features yielded
by different baselines. (bottom left) We also compare layerwise magnitudes of different results. Our
metrics measure how input information is gradually discarded through layers. (top left) Our metrics
provide consistent measures of information discarding that enabled faithful comparisons over layers
and networks. (right) We visualize pixel-level SID and RU using H;(o;) and H; (o), respectively.

2 RELATED WORK

In this section, we limit our discussion to the literature of interpreting feature representations of
DNN:Ss. In general, previous studies can be roughly classified into following three types.

Explaining DNNs visually or semantically: The visualization of DNNSs is the most direct way of
explaining knowledge hidden inside a DNN, which include gradient-based visualization (Zeiler &

ergus, [2014; Mahendran & Vedaldi, 2015) and inversion-based visualization (Dosovitskiy & Brox,
2016). (Zhou et al.,[2015) computed the actual image-resolution receptive field of neural activations
in a feature map of a convolutional neural network (CNN). Based on 2015), six types
of semantics were defined to explain intermediate-layer features of CNNs (Bau et al., 2017; [Zhou

et all 2018).

Beyond visualization, some methods diagnose a pre-trained CNN to obtain insight understanding
of CNN representations. Fong and Vedaldi (Fong & Vedaldi, 2018)) analyzed how multiple filters
jointly represented a specific semantic concept. (Selvaraju et al.l 2017), (Fong & Vedaldi, 2017),
and (Kindermans et al| [2018)) estimated image regions that directly contribute the network output.
The LIME (Ribeiro et al., 2016) and SHAP (Lundberg & Lee, [2017) assumed a linear relationship
between the input and output of a DNN to extract important input units.

However, previous studies were usually developed based on heuristic assumptions, which hurt their
generality and coherency. For example, many visualization methods assumed gradients on features
reflected the importance of the feature, which had been disputed by (Lundberg & Lee, 2017). In
comparison, our metrics are based on the generic concept of the entropy of the input and enable fair
comparisons of the representation capacity through different layers of different DNNs.

Learning explainable deep models: Some studies directly learn DNNs with meaningful represen-
tations. In the capsule net (Sabour et all, 2017), each output dimension of a capsule may encode
a specific meaning. (Zhang et al., 2018)) proposed to learn CNNs with disentangled intermediate-
layer representations. The infoGAN (Chen et al. and B-VAE (Higgins et al 2017) learned
interpretable input codes for generative models.

Mathematical evaluation of the representation capacity: Formulating and evaluating the repre-
sentation capacity of DNNs is another emerging direction. The analysis of representation similarity
between DNNs based on canonical correlation analysis is widely used to diagnose DNN representa-
tions (Kornblith et al.} 2019} [Raghu et al., 2017; [Morcos et al.} 2018). (Novak et al., 2018) measured
the sensitivity of network outputs with respect to parameters of neural networks. (Zhang et al.|
discussed the relationship between the parameter number and the generalization capacity of
DNN . (Arpit et all, 2017) analyzed the representation capacity of DNNs considering real training
data and noises. (Yosinski et al., |2014) evaluated the transferability of filters in intermediate layers.
Network-attack methods (Koh & Liang, [2017; [Szegedy et al.} 2014} [Koh & Liang,[2017) can also be
used to evaluate representation robustness by computing adversarial samples for a CNN.
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Figure 2: Overview of the algorithm. Given a trained DNN, we compute the maximal entropy of

the input H(X.) and the maximal entropy of image reconstruction H (X.), when we constraint the
intermediate-layer feature f within the small range of the concept of a specific object.

2018)) learned the manifold of network parameters to diagnose neural networks. Recently, the stiff-
ness (Fort et al.l 2019) was proposed to evaluate the generalization of DNNs. (Gotmare et al.| [2019)
explained knowledge distillation and learning rate heuristics of restarts and warmup.

In particular, the information-bottleneck theory (Wolchover, 2017; |Schwartz-Ziv & Tishby, [2017)
provides a generic metric to quantify the information contained in DNNs. The information-
bottleneck theory can be extended to evaluate the representation capacity of DNNs (Goldfeld et al.,
2019; Xu & Raginsky} 2017; |Cheng et al., |2018). (Achille & Soatto, 2018) further used the
information-bottleneck theory to revise the dropout layer in a DNN. Our study is also inspired by the
information-bottleneck theory. Unlike exclusively analyzing the final output of a DNN in (Cheng
et al.,2018)), we pursue new model-agnostic and task-agnostic metrics of input information to enable
comparisons over different layers and networks.

3 METRICS TO DIAGNOSE FEATURE REPRESENTATIONS OF DNNS

In order to conduct comparative studies to diagnose DNNs learned by various deep-learning tech-
niques, in this section, we introduce three generic metrics (i.e. SID, RU, and concentration), as well
as their pixel-wise versions for visualization. Theoretically, these metrics can be applied to various
tasks, but to simplify the story, we limit our discussions to the task of object classification.

Both the SID and the RU are derived from the entropy of the input information, given the feature of a
specific intermediate layer. The concentration is defined based on the SID. Let z € R™ and f = h(z)
denote the input and an intermediate-layer feature of the DNN, respectively. We assume that the
DNN represents the concept of a specific object instance using a very limited range of features F..
All features in F. are assumed to represent the same object-instance concept c. For example, the
concept of an object x can be represented by a small range of features with the center of f, i.e. F, is
defined to satisfy E;/ < [|| f' — f||?] = ¢, where ¢ is a small constant.

Fig. ] illustrates the basic idea of the algorithm. We compute the entropy of the input when the
input represents the same object-instance concept (i.e. the SID). We also use features of the object
concept to reconstruct the input £ = g¢(f) and measure the entropy of the reconstructed input (i.e.
the RU). In this way, two types of information discarding (SID and RU) of a specific layer can be
represented using the same prototype formulation as follows.

H(X:)=— Y pa)logp@), st Eper [If ~fI"] =¢, ey

z'eXe

If ' € X, represents the raw input x s.t. f = h(z), then H(X,) indicates the SID; if 2" denotes the
reconstructed input # = g(f) using the feature in F., then H (X ) measures the RU.

3.1 METRICS OF STRICT INFORMATION DISCARDING & CONCENTRATION

The metric of SID is derived from the entropy in Equation (I)) from the perspective of feature ex-
traction f = h(z). The SID quantifies the discarding of input pixels (units) during the computation
of intermediate-layer features.

The core challenge is that the explicit low-dimensional manifold F. of features w.rt. the input z
is unknown. Therefore, we approximate F. by adding noises to the original input x to generate
new inputs 2’ around z, i.e. 2’ = x + §, which satisfy Ep_yn [||f' — f||?] = . We assume that
& is a Gaussian noise, so the distribution of z’ follows the Gaussian distribution z’ ~ N(u,X).
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Considering the local linearity within a small feature range of ¢ and f = h(z), the mean value
u can be approximated as p = x. We further simplify the covariance matrix as a diagonal matrix
¥ = diag[o3, . .., 02] to ease the computation. In this way, the entropy of the SID can be decomposed
to pixel-wise entropy.

XC) = ZHi(Ui): Hz(crz) = logai + C, S.t. Ef’:h(z’);z’:z+5€xc [Hf/ - f”z] =€ (2)

Here, the overall SID value H(X.) can be decomposed to the pixel-level entropy (pixel-level SID)
{H;(0:)},and i = 1,...,n denotes the index of each pixel. C = } log(2re). We can use the map of
pixel-wise SID H; (o) to visualize the discarding of the information of each input pixel (see Fig.[T).

Our method follows the maximum-entropy principle, which maximize H (X.) subject to constrain-
ing features f’ within the scope of a specific concept E¢/_p(ory.0ex. [| £/ — fI|?] = €. L.e. we enumer-
ate all input images =’ in all perturbation directions within a small variance of features f’, in order
to approximate the local manifold of intermediate-layer features. Considering Lagrange multipliers,
we can further relax the constraint on the range of € and design the following loss.

Loss(o) = Eff (15— £1?] —AZH 0:) = Ef/ 7 = FIF] A ogos +0) @)
i=1

= %Ez'wwu:z,z) [InGe) — 17] - Ag (log.: + C) @

- 612 w=ateos: [z — f||2} - /\g(logai +0), 5)

where ¢ = [o1,...,04]". The first term constricts the range of the feature. 47 =

lim, o+ Epronro -2 [IR(2) = f||?] /72 is computed by averaging over all images to normalize the
activation magnitude. The second term boosts the entropy H(X.). A is a positive scalar. Note that
the original loss in Equation (4) is intractable. We use 2’ = z + o o § to simplify the computation of
the gradient w.x.t. o, where o denotes the element-wise multiplication.

For fair layerwise comparisons: In order to ensure coherent layerwise comparisons, we need to
control the value range of the first term in Equation (5). Features of different layers need to represent
similar ranges of variations, i.e. features of each specific layer need to be perturbed at a comparable
level. To this end, we use 5? to normalize the first term in Equation . 5? denotes the inherent
variance of intermediate-layer features subject to a small input noise. In addition, for each specific
layer, we measure and compare pixel-level SID H;(o;) when E/[||f' — f||?] = e = a6}, where ais a
positive scalar. The value of X is slightly adjusted (manually or automatically) to make the learned
o satisfy E¢/ [|| f' — f[]*] =~ ad3.

Concentration of information discarding (termed ‘“‘concentration” for short): Based on the
SID, we design the metric of the concentration to evaluate the efficiency of feature extraction of
DNNSs that are learned for object classification. Given an input image z containing both the target
object and some background area, let A denote the ground-truth segment (or the bounding box) of
the target object in z. Vi € A, x; is given to represent pixels within A of the target object. Thus, the
concentration is formulated as

Eiga [Hi(0:)] — Eica [Hi(04)] (6)
Ideally, a DNN for object classification is supposed to discard background information, rather than

foreground information. Thus, the concentration measures the relative background information dis-
carding w.r.t. foreground information discarding, which reflects the efficiency of feature extraction.

3.2 METRICS OF RECONSTRUCTION UNCERTAINTY

The metric of RU is also derived from the entropy in Equation (I). The SID focuses on the input
information used to compute an intermediate-layer feature, while the RU describes the discarding
of input information that can be recovered from the feature. Due to the redundancy of the input
information, an input pixel may be well recovered by the feature, even when the pixel is not used
for feature extraction.

We use a decoder net 2’ = g(f’) to reconstruct the input. We consider the reconstructed result 2’
as the information represented by f’. Although the architecture of g affects the measurement of
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RU, RU values are still comparable through different layers and between DNNs when we fix g’s
architecture in all comparisons (see Fig. |l). Given a target DNN, g is pre-trained using the MSE
loss Lossd°®°der = ||z — 2’||%. In this way, the RU is formulated as the entropy of the reconstructed
result &' = g(f').

H(XC) =— Z p(2") log p(2"), st. Epep, [Hf’ — fHQ} = )
&'=g(f'):f'€F.

where X. denotes a set of features that are reconstructed using intermediate-layer features.

The above entropy H(X.) can be computed in the same manner as the quantification of the SID.
First, we synthesize the feature distribution F, by assuming that inputs follow a Gaussian distribution
' ~ N ==z73). 2 = g(h(z')) denotes the reconstructed result using z’. Second, we can also
assume 7’ follows a Gaussian distribution with i.i.d. random variables NV (p**° = z,%"°). As a

result, the entropy of RU H(X.) can be decomposed into each pixel.

% a P 1 rec ~
H(XC) = ZHl(o-), HZ(O-) - log 01+C == § log (EZ/~N</,L:I,E:diag[01,0'2,.4.]) [H.ule - x;HQ])_'—C

®)
H; (o) is referred to as the pixel-level RU for the i-th pixel (unit) in the input (see Fig . Just like
the SID, H(X.) is also estimated via the maximum-entropy principle, as follows.

1 , AN
Loss(o) = By [IIf' = FI°] = AD_ Hi(o) ©)
f i=1
1 A = rec A
= ;?Ef/ 5 = £17) = 5 > {log (Baranumamy (16 = #]°]) + C} (10)
=1
= L Euresioos [IRG) — £I7) - 52"3{1% (E oo [l —s@'-m) +c} an
07 e (0.x) 2 &~ Snom) o ’

We use the learned o to compute H;(o) as the pixel-level RU. The loss in Equation is in-
tractable, so the loss is revised to that in Equation instead. Like the computation of SID, A is
also determined to ensure E/[|| f* — f||*] = ad7.

3.3 DISCUSSIONS

Relationship with the information-bottleneck principle: The information-bottleneck theo-
ry (Wolchover, [2017; |Schwartz-Ziv & Tishbyl, 2017) proposes I(F;Y) — BI(F; X) as a standard
metric to analyze DNNs, where X, F, Y denote the input, the feature, and the output of a DNN.
This metric has considerable challenges in computation (Alemi et al.,|2017; [Kolchinsky et al., 2017
Goldfeld et al.| [2019). Our metrics are related to the mutual information I(F’; X), when we only
consider a local range of features. In addition, the SID, RU, and concentration are much easier to
compute and enable the pixel-level quantification of information discarding.

Objective Feature range for computation Difficulties of computation
I(F; X) in information bottleneck | Representations of | Considering inputs and features | Difficult

all samples of all samples
Strict information discarding Pixel ignorance in | Considering a small range of | Easier

feature extraction features w.r.t. a single sample

Relationships between two metrics: The SID and RU are highly related to each other. As men-
tioned before, redundant pixels ignored by the DNN increase the SID value, but may still be well
recovered via the input reconstruction. On the other hand, pixels used for feature extraction may not
be restructured. A toy example is that if the feature is computed as f = h(z) = >, =, then all pixels
contribute to the feature extraction, but none of them can be well reconstructed.

Relationship between the SID and the metric in (Guan et al.;, 2019): (Guan et al., 2019) also
measured the entropy of the input information, but there was no quantitative definition for the range
of the target concept. In other words, for each intermediate layer, the entropy may be measured
within a different range of features, which significantly hurt the coherency in layerwise comparisons.
In comparison, we clearly define the feature range € = ozdj% to enable fair layerwise comparisons.
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Figure 3: Layerwise strict information discarding, reconstruction uncertainty, and concentration.
The values were normalized by the pixel number per image and averaged over all input images.

About information discarding in invertible networks[]: Strictly speaking, there is no strict way
to quantify the discarding of the input information during the computation of an intermediate-layer
feature. The RU metric is related to image inversion based on invertible nets (Behrmann et al.,
2019; landArnold W. M. Smeulders & Oyallon; |[Kingma & Dhariwal)), which both focus on whether
the feature can recover the input (theoretically, the decoder g can be implemented as the inversion
operations in invertible nets). In comparison, the SID metric is defined from another perspective, i.e.
whether the input information can contribute significant numerical values to the intermediate-layer
feature or the final output. Please see Appendix [B|for details.

Relationship with perturbation-based methods: Our method is related to (Du et al., 2018} |Fong
& Vedaldi, 2017). These studies extract input pixels responsible for the intermediate-layer feature
by deleting as many input pixels as possible while keeping the feature unchanged. They remove
inputs by replacing inputs with human-designed meaningless values. This is heuristic because the
designed values are not always meaningless. More crucially, pixel-level saliency computed by (Du
et al., 2018} |[Fong & Vedaldi, 2017) does not correspond to a generic evaluation of representation
capacity of DNNSs. In comparison, our entropy-based metrics can provide fair comparisons without
specific requirements for model parameters, model architecture, and the task.

High SID — robustness: Note that a high SID does NOT mean lousy feature representations. In
contrast, we can regard the forward propagation as a process of discarding irrelevant input informa-
tion w.rt. the task and maintaining relevant information. Theoretically, features with a high SID
may be robust to noises in the input.

4 COMPARATIVE STUDIES

We designed various experiments, in order to demonstrate the utility of the proposed metrics in
comparing feature representations of various DNNs, analyzing flaws of network architectures, and
diagnosing inner mechanisms of knowledge distillation and network compression. In experiments,
we used our metrics to diagnose nine DNNs, including the AlexNet (Krizhevsky et al.l[2012), VGG-
16, and VGG-19 (Simonyan & Zisserman, 2015), ResNet-20, ResNet-32, ResNet-44 (He et al.,
2016)), and auto-encoders” based on architectures of ResNet-20, ResNet-32 and ResNet-44 (He
et al., 2016). These DNNs were learned using the CIFAR-10 dataset (Krizhevsky, |2009) and the
CUB200-2011 dataset (Wah et al.l 2011).

In all experiments for image classification, we used object images cropped by object bounding boxes
for both training and testing, except for experiments of computing concentration in Fig. |I| where
images were cropped by the box of 1.5 width x 1.5 height of the object. For the computation of RU,
all experiments used a decoder with six residual blocks. To invert low-resolution features back to
high-resolution images, we added two transposed conv-layers to two parallel tracks in the residual
block to enlarge the feature map. Considering the size of input feature of the decoder, we added
transposed conv-layers to the first 2—4 residual blocks. We set o = 1.5 x 10™* to determine X in all
experiments.

Coherency' for fair comparisons: Metrics of SID, RU, and concentration reflect the entropy of
input information and are defined without strong assumptions of feature representations, network
architectures, and the task. Thus, these metrics yield a coherent evaluation of intermediate-layer
features and enable fair comparisons over different layers of DNNs. To this end, we compared the
proposed metrics with existing visualization techniques, such as the CAM (Zhou et al.||2016), grad-

'Please see Appendixfor limitations of the SID considering invertible nets.
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Figure 5: Effects of knowledge distillation and learning epochs. (a) We compared layerwise in-
formation discarding between DNNs learned with and without distillations. (b) Each curve shows
information discarding of the output of a specific block during the learning process.

CAM (Selvaraju et al., 2017) and heatmaps of gradients map = />, ;( a?iy,»c )2, where y denotes

the output score of a certain class, and f € RM*M*XY denotes an intermediate-layer feature. A
VGG-16 was learned to classify birds based on the CUB200-2011 dataset (Wah et al.,[2011). Given
a pre-trained DNN, we slightly revised the magnitude of parameters in every pair of neighboring
convolutional layers y = = ® w + b to examine the coherency of our metrics'. For the L-th and
L + 1-th layers, parameters were revised as w'®) « w™) /4, wEFY 4y EFY pL) ( pL) /4,
bFY  p(E+D) | Such revisions did not change knowledge representations or the network output'.

In Fig. [T{bottom-left), our metrics provided consistent and faithful measures, which demonstrated
their coherency. Result magnitudes of baseline methods were sensitive to the magnitude of param-
eters, whereas our metrics produced consistent results, because “knowledge representations” of the
layer did not change. Therefore, the coherency of our visualization results enabled layerwise com-
parisons within a DNN. We also found that edges were usually better reconstructed than textures
and colors.

Comparisons between different DNNs for various tasks: We compared layerwise measures of
SID and RU of different DNNs. We trained various DNNs for image classification using differ-
ent datasets and trained auto-encoders (AEs) for image reconstruction (by revising architectures
of ResNet-20, ResNet-32, and ResNet-44 (He et al.| 2016. Fig. left,middle) compares input
information discarding of intermediate layers of both DNNs for classification and DNNs for recon-
struction. We found that image classification and image reconstruction had similar SID values. A
deep DNN usually had higher SID, RU, and concentration values than a shallow DNN.

Concentration of information discarding: Fig. [3[right) illustrates the layerwise concentration of
various DNNs, which were learned to classify birds in the CUB200-2011 (Wah et al., 201 1)) dataset.
We found that compared to the AlexNet, VGG nets distracted attention to the background to learn
diverse features in low layers, but more concentrated on the foreground object in high layers.

Diagnosis of architectural revisions (damage): In this experiment, we aimed to analyze whether
the proposed metrics reflected architectural revisions of DNNs. To this end, we revised the archi-
tecture of the VGG-16/VGG-19 network by changing a specific convolutional layer to contain 4
7 x 7 x 512 filters with padding = 3, which hurt the representation capacity of the DNN. We
trained both the original VGG-16/VGG-19 and the revised VGG-16/VGG-19 for binary classifica-
tion between birds images cropped from the CUB200-2011 dataset (Wah et al., [2011) and random
images in the ImageNet (Deng et al.,[2009). Fig.[d(a) compares the original and revised DNNs. We

2To construct the auto-encoder, the encoder was set as all layers of the residual network before the FC layer.
The decoder was the same as that for the computation of RU.
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found that compared to the original DNN, the architectural revision significantly boosted the infor-
mation discarding at the revised layer. Meanwhile, the architectural revision (damage) also slightly
increased of the concentration of DNNs. The increase of concentration seemed to conflict with the
architectural damage, but this can be explained as follows. 1. Compared to the increase of the in-
formation discarding of the revised net, the increase of concentration was significantly lower. Thus,
in general, the architectural revision hurt the representation capacity of the DNN. 2. The DNN with
the reduced feature dimension could only encode much fewer concepts of object parts. Thus, the
revised DNN usually encoded fewer, simpler, but more discriminative features than original DNNss.
3. Original DNNs usually ignored background information and extract discriminative foreground
features at high FC layers (see Fig.[d[a)), whereas the dimension reduction at the revised layer made
the DNN ignored background information at much lower layers.

Diagnosis of network compression: We used our metrics to analyze the compressed DNN. We
trained another VGG-16 using the CUB200-2011 dataset (Wah et al.l [2011) for fine-grained classi-
fication. Then, the VGG-16 was compressed using the method of (Han et al.} 2016) with different
pruning thresholds. Fig.[d{b) compares layerwise information discarding of the original VGG-16 and
the compressed VGG-16 nets with different numbers of parameters. We found that network com-
pression decreased the SID of features, which may indicate that the compressed DNN were more
sensitive to noises or adversarial attacks (see Appendix[Alfor details). Meanwhile, network compres-
sion did not significantly affect the reconstruction capacity and the concentration of intermediate-
layer features. It may be also because that parameter reduction in network compression was mainly
conducted in the last two fully-connected layers, and most layers (i.e. convolutional layers) were
affected much.

Analysis of knowledge distillation: We used our metrics to analyze the inner mechanism of knowl-
edge distillation. We trained the VGG-16, ResNet-18, and ResNet-34 using the CUB200-2011
dataset (Wah et al.| 2011) as three teacher nets for fine-grained classification. Each teacher net was
used to guide the learning of an AlexNet (Krizhevsky et al.l[2012). Fig.[5(a) compares layerwise in-
formation discarding between AlexNets learned with and without knowledge distillation. We found
that AlexNets learned using knowledge distillation had lower information discarding than the or-
dinarily learned AlexNet. Knowledge distillation helped AlexNets to preserve more information.
Meanwhile, knowledge distillation may make intermediate-layer features more sensitive to noises
(or adversarial attacking, see Appendix |Al for details), because AlexNets was mainly learned from
distillation and used less noisy information from real training data during the distillation process.

Analysis of information discarding after different epochs during the learning process: We
trained the ResNet-32 using the CIFAR-10 dataset (Krizhevsky, [2009). Fig. Ekb) shows the change
of information discarding w.r.z. outputs of different blocks during the learning process. Information
discarding in high layers satisfied the information-bottleneck theory.

5 CONCLUSION

In this paper, we have defined two metrics to quantify information discarding during the forward
propagation. A model-agnostic method is developed to measure the proposed metrics for each spe-
cific layer of a DNN. Comparing existing methods of network visualization and extraction of impor-
tant pixels, our metrics provide consistent and faithful results across different layers. Therefore, our
metrics enable fair comparisons over different layers of various DNNs. In preliminary experiments,
we have used our metrics to diagnose and understand inner mechanisms of existing deep-learning
techniques, which demonstrates the effectiveness of our method.
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A RELATIONSHIP BETWEEN THE SID VALUE AND THE ADVERSARIAL
ROBUSTNESS

In this section, we conducted an experiment to test the relationship between the SID value and the
adversarial robustness of the DNN. We followed the settings of the network-compression experimen-
t. We trained another VGG-16 using the CUB200-2011 dataset (Wah et al.l [2011) for fine-grained
classification. Then, the VGG-16 was compressed using the method of (Han et al.,|2016) with dif-
ferent pruning thresholds. The following table compares the SID value of the last FC layer and the
adversarial robustness of the DNN, when the DNN was compressed at different ratios.

DNN SID value | adversarial robustness [[€[|2
Original DNN (with 100% parameters) -2.690 0.00276
DNN with 38.0% parameters -2.693 0.00281
DNN with 12.8% parameters -2.695 0.00254
DNN with 8.0% parameters -2.723 0.00109

where for each input image, we computed adversarial samples to its top-20 incorrect fine-grained
categories with the highest probabilities. For each adversarial perturbation, we measured its L-2
norm value, and the adversarial robustness was reported as the average value over all images and all
adversarial perturbations. Note that we only measured the SID value of the last FC layer (i.e. the
fc-8 layer in the VGG-16 network), instead of using SID values of intermediate layers, because the
SID value of the last layer most fit the logic of the final prediction of the DNN. We found that the
DNN with 8% parameters had much lower SID value than the other three DNNs, and the adversarial
robustness of the DNN with 8% parameters was much weaker than other DNNs. This indicated the
close relationship between the SID value and the adversarial robustness.

B ABOUT HOW TO UNDERSTAND THE LIMITATION OF SID FROM THE
PERSPECTIVE OF INVERTIBLE NETS

Strictly speaking, there is no strict way to quantify the discarding of the input information during
the computation of an intermediate-layer feature. Our method is based on the assumption that the
concept of a specific object instance is within the range of E; ¢ [||f’ — f||?] = ¢, which makes the
algorithm sensitive to the activation magnitude of each feature dimension. For example, a typical
failure case for this assumption is invertible neural networks (Behrmann et al., 2019} |Chang et al.;
Gomez et al.;jandArnold W. M. Smeulders & Oyallon; |Kingma & Dhariwal; |Dinh et al.). Theoreti-
cally, invertible neural networks do not discard any input information; otherwise, the input cannot be
inverted from intermediate-layer features. Instead, invertible neural networks usually significantly
decrease the magnitude of neural activations caused by unimportant pixels w.zt. the task, and boost
the magnitude of neural activations triggered by important pixels w.r.t. the task. Similarly, given a
pre-trained DNN, if we revise a DNN by selectively halving magnitudes of parameters of 50% filters
w < 0.5w, theoretically, this revision does not discard any input information.

However, information discarding in this paper is defined from another perspective, i.e. whether
the input information can significantly contribute to the final output of the neural network. For
both invertible neural networks and the above revision of halving magnitudes of parameters, these
techniques all decrease activation magnitudes caused by certain pixels, thereby letting these pixels
contribute less numerical values to the network output.

Therefore, our definition of information discarding does not conflict with the information processing
in invertible neural networks. Based on our definition of information discarding, a high information
discarding of a pixel indicates that this pixel will contribute a low numerical component to the
intermediate-layer feature or the final output.

13



Under review as a conference paper at ICLR 2020

C VISUALIZATION OF PIXEL-WISE SID
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C.2 FOR THE RESNET-20/32/44 LEARNED USING THE CIFAR-10 DATASET
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D.1 FOR THE VGG-16 LEARNED USING THE CUB200-2011 DATASET

For VGG-16 Convl_2 Conv2_2 Conv3_3 Conv4 3 Conv5_3 Convl_2 Conv2_2 Conv3_3 Conv4_ 3 Conv5_3
For VGG-19 Convl_2 Conv2_2 Conv3_4 Conv4 4 Conv5_4 Convl_2 Conv2_2 Conv3_4 Conv4 4 Conv5_4

For AlexNet Convl Conv2 Conv3 Conv4 Convs Convl Conv2 Conv3 Conv4 Conv5s

VGG-16

VGG-19

AlexNet

VGG-16

VGG-19

AlexNet
1 e U 2
- ; - 2 g 3 - L i ¥ o & S
For VGG-16 Convl 2 Conv2 2 Conv3_3 Conv4 3 Conv5_3 Convl_2 Conv2 2 Conv3_3 Conv4 3 Conv5_3
For VGG-19 Convl_2 Conv2_2 Conv3_4 Conv4 4 Conv5_ 4 Convl_2 Conv2 2 Conv3_4 Conv4 4 Conv5_4

For AlexNet Convl Conv2 Conv3 Conv4 Conv5 Convl Conv2 Conv3 Conv4 Conv5

e R

VGG-16 &
b
VGG-19
AlexNet
VGG-16

VGG-19

AlexNet @8 . Z
= LUEE S e =l < L S S
For VGG-16 Convl_2 Conv2_2 Conv3_3 Conv4_3 Conv5_3 Convl_2 Conv2 2 Conv3_3 Conv4 3 Conv5_3
For VGG-19 Convl_2 Conv2_2 Conv3_4 Conv4 4 Conv5_4 Convl_2 Conv2_2 Conv3_4 Conv4_4 Conv5 4
For AlexNet Convl Conv2 Conv3 Conv4 Conv5 Convl Conv2 Conv3 Conv4 Conv5




Under review as a conference paper at ICLR 2020

For VGG-16 Convl 2 Conv2 2 Conv3_ 3 Conv4 3 Conv5 3 Convl_2 Conv2 2 Conv3_3 Conv4 3 Conv5_3
For VGG-19 Convl 2 Conv2_ 2 Conv3_4 Conv4 4 Conv5 4 Convl_2 Conv2 2 Conv3_4 Conv4_ 4 Conv5_4
For AlexNet Convl Conv2 Conv3 Conv4 Convs Convl Conv2 Conv3 Conv4 Conv5

VGG-16
VGG-19

AlexNet

VGG-16 | [ 4

-

AlexNet.n ‘% ,.rﬁ? .

For VGG-16 Convl_2 Conv2_2 Conv3_3 Conv4_3 Conv5_3 Convl_2 Conv2 2 Conv3_3 Conv4_3 Conv5_3
For VGG-19 Convl 2 Conv2 2 Conv3_4 Conv4 4 Conv5_4 Convl 2 Conv2 2 Conv3 4 Conv4 4 Conv5 4

For AlexNet Convl Conv2 Conv3 Conv4 Conv5 Convl Conv2 Conv3 Conv4 Conv5
_ IR ,,..\" .' .

VGG-16 N \‘
! B _J’

LA

VGG-19

AlexNet

VGG-16

VGG-19

AlexNet

For VGG-16 Convl_2 Conv2_2 Conv3_3 Conv4 3 Conv5_3 Convl_2 Conv2 2 Conv3_3 Conv4 3 Conv5_3

For VGG-19 Convl 2 Conv2 2 Conv3_4 Conv4 4 Conv5 4 Convl 2 Conv2 2 Conv3 4 Conv4 4 Conv5 4

For AlexNet Convl Conv2 Conv3 Conv4 Conv5 Convl Conv2 Conv3 Conv4 Conv5

VGG-16

VGG-19

AlexNet

VGG-16

VGG-19

AlexNet

19



Under review as a conference paper at ICLR 2020

D.2 FOR THE RESNET-20/32/44 LEARNED USING THE CIFAR-10 DATASET
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E COMPARISONS OF PIXEL-WISE SID BETWEEN THE ORIGINAL DNN AND
THE COMPRESSED DNN

When we removed 93.3% parameters from the VGG-16 network, the network compression did not
significantly change the pixel-wise SID of intermediate-layer features.
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F COMPARISONS OF PIXEL-WISE SID BETWEEN THE ORIGINAL DNN (THE
TEACHER) AND THE DNN LEARNED VIA KNOWLEDGE DISTILLATION (THE
STUDENT)

We visualized the pixel-wise SID of VGG-16 networks that were learned using the CUB200-2011
dataset (Wah et al.| [2011]).
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G COMPARISONS OF PIXEL-WISE SID BETWEEN THE ORIGINAL AND THE
REVISED DNNS

We visualized the pixel-wise SID of the original and damaged networks that were learned using the
CUB200-2011 dataset 2011). We focused on the VGG-16 and VGG-19 networks. For
each neural network, we revised either the last convolutional layer or the second last convolutional
layer to generated the revised networks.
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