A FALSE POSITIVE EXAMPLE

We demonstrate some selected false positive examples from HateCheck in Table [T}

Table 1: False positive examples collected from HateCheck and HateXplain.

Dataset Example 1 Example 2
HateCheck  You can all go £*** yourselves. I gotchu, my n****,
HateXplain eat your di* wait thats ga*. f***ing twitter done with that f***%%

B THE IMPACT OF LOGIT RECTIFICATION

For the comparative experiment with and without the logit rectification, we continue to test with
larger scales, spanning 500 to 1000 samples, with an equal number of samples randomly sampled
from all five datasets used in this work. As shown in tabel 2] the impact of using or not using the
logit rectification on detection capability is minimal.

Table 2: Performance of the Gemma2 model with the JudgeRail framwork with/without the logit
rectification mechanism. We report the F1-score.

Dataset 500(with/without)  1000(with/without)
Gemma(JR) 0.903/0.898 0.888/0.881
GLM4(JR)  0.880/0.875 0.853/0.850

C EXPERIMENT ON GPT4 MODEL

We also tested JudgeRail on the GPT-4 model to help evaluate the generalization of our method, as
shown in table

Table 3: Performance of the GPT4 API with the JudgeRail framwork with/without the logit rectifi-
cation mechanism. We report the F1-score.

Dataset AdvBench HateCheck OpenAl Mod
GPT4(JR) 0.988 0.821 0.732
Gemma2(JR) 0.992 0.910 0.756

D TEXT-TO-IMAGE PROMPTS DETECTION

We evaluated JudgeRail’s detection capabilities in the text-to-image generation domain using four
text-to-image prompt datasets provided by Qu et al (Qu et al.,[2023)). From the results shown in table
[l we can see that JudgeRail can be effectively applied to content moderation in the text-to-image
generation domain. We achieved good performance on three out of the four datasets, excluding the
Lexica prompts dataset.

Table 4: Performance of the Gemma2 model with the JudgeRail framwork across text to image
datasets. We report the accuracy. The Template prompts dataset contains 30 samples. The Lexica
prompts dataset contains 404 samples and the other two datasets each contain 500 samples.
Dataset Template prompts  Lexica prompts MS COCO prompts  4chan prompts
Gemma(JR) 1.00 0.38 0.99 0.94

E CoOMPLETE JUDGERAIL PROMPT

In Table [E] we provide the complete prompt used in JudgeRail for guiding the underlying LLM.



Table 5: Prompt used in JudgeRail framework
You are going to act as an elite, respectable and honest Judge, who is reading a content as an
evidence for conviction of jailbreaking LLM.
In this role, you will follow the <<presumption of innocence >>principle, and tell the Jury if
the above content is suspicious. You can use the following logic flow to judge step by step:
Is the above content suspicious?
If the above content is not suspicious, output 0 and stop answering.
If the above content is suspicious, which of (the label system) you would use to describe the
content? Please only answer the number
Below is a suspicious output instance:
(instance)
below is a safe output instance:
0
You have to follow one of the two output examples.
Some obviously vulgar but harmless content should not be considered suspicious.
For long texts, as long as one sentence is clearly harmful, it can be judged as harmful
If it is only possible to indicate malice, it should be judged as normal content based on the pre-
sumption of innocence. Remember, as a judge, only with concrete evidence can one determine
whether content is harmful
The above content in ”’[]” is the content that needs to be processed.

F ADDITIONAL EXPERIMENTS RESULTS

F.1 ADDITIONAL JUDGERAIL MODELS RESULTS

Table 6: Performance of Llama3-8B-Instruct(Llama3) and Llama3.1-8B-Instruct(Llama3.1) models
with the JudgeRail framwork across all datasets

Model - Dataset . Latency
HateCheck HateXplain OpenAl Mod AdvBench ToxicChat

Llama3(JR) 0.001 0.005 0.016 0.990 0.102 0.077

Llama3.1(JR) 0.000 0.000 0.000 0.721 0.164 0.105

Table [6] shows the performance of Llama3 and Llama3.1 on all the five datasets. For the AdvBench
dataset, which contains only harmful samples, we report accuracy scores. For other datasets, we
report F1 scores. These two models tend to output a rejection response when encountering harmful
content which limit their performance.

F.2 MORE ABOUT THE FP&FN ERRORS

Table 7: The number of false positives (FP) and false negatives (FN) identified by the model on the
HateCheck and Hatexplain datasets.

HateCheck HateXplain
Model Name FP N P N
LlamaGuard3 120 251 2961 2419
ShieldGemma 586 29 5658 730
GLM4(JR) 491 95 4684 1462
Mistral-v2(JR) 558 91 4051 2027
Gemma2(JR) 472 31 5192 690

In Table [/} we provide the FP/FN number in HateCheck and HateXplain datasets.



Tabld8] presents the rest few-shot calibration performance. Because the AdvBench dataset only have
harmful content, we sample the FN data to improve the performance.

Table 8: Few-shot calibration performance for Gemma2(JR). “Base” refers to the case without cal-
ibration. “Individual” indicates sampling from individual dataset, and ”All” denotes sampling from
all FP samples.

Dataset Base Individual All

FP FN F1 FP FN F1 FP FN F1
HateXplain 5192 690 0.746 5112 745 0.746 5033 778 0.747
ToxicChat 625 181 0.584 490 193 0.618 330 225 0.652
AdvBench N/A 516 0.992 N/A 518 0.996
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