
CoIn Supplementary Material

For story visualization and continuation tasks, comparing a large number of synthesized story images conditioned on
different story descriptions is the most direct and accurate way to evaluate the performance. Thus, in supplementary material,
we compare more story images synthesized by WL-SV [3], StoryDALL-E [4], and our CoIn on the Pororo-SV [2] and
Flintstones-SV [1] datasets.

Figures 1 and 2 show examples of visual comparisons between our CoIn and the baselines on story visualization and
continuation tasks, respectively. As shown in Figure 1, the characters synthesized by WL-SV contain break or wrong shapes.
Moreover, there are some wrong characters synthesized in the results. However, the story images synthesized by our CoIn
have correct shapes and clear backgrounds. For story continuation, the StoryDALL-E cannot synthesize target frames that
are visually consistent with the first frame. But our CoIn can synthesize a more consistent visual appearance. And the story
images synthesized by our CoIn are more realistic.
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Figure 1: Comparison of story visualization results between WL-SV and our proposed CoIn.
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Figure 2: Comparison of story continuation results between StoryDALL-E and our proposed CoIn.3
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