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Figure 1: Convergence of NE-gap in the Poker endgame. This task is a zero-sum game with 2 players, ~1.7
million states, and 2 actions for each player.

1.5
~~~~~~~ ----Individual NE-gap
a 1.0 —— Meta-learning NE-gap
8 .
T I
=057 \
0 2000 4000
Iterations

Figure 2: Convergence of NE-gap in the linear-quadratic tracking task.This task is a Markov potential game
with 4 players, 625 states, and a joint action space of size 81.
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Figure 3: Convergence of the value of the potential game in the linear-quadratic tracking task.



