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Figure 1. Here we show the quality of correspondence learned using appearance and geometry transfer between 2 samples. S1 and S2 are
2 random samples (second and third rows). We take the color and density output (denoted A) corresponding to a sample and primitives’
spatial information (denoted G) corresponding to the other to render the final result (first and fourth rows).

This document provides more details about our train-
ing details, including network architecture and more re-
sults. We encourage the readers to watch the supplemen-
tal video, where the quality of correspondences learned by
our model are better appreciated in the interpolation, and
appearance/shape transfer results.

1. Network Architecture

We provide the detailed network architectures of geometry,
color, and density generators in Tab. 1, 2, and 3 respectively.

2. Results

In this section, we provide more results on correspondences
learned by our model and more samples from the learned

model.

2.1. Correspondences

Our model consists of a fixed number of primitives. These
primitives’ spatial information is also learned along with its
contents. As these primitives occupy very sparse regions
in 3D space, we surprisingly found that each primitive oc-
cupies semantically similar parts across different samples.
This happens because it is easier for the network to adjust
the spatially adjust position, orientation, and scale of the
primitives than to synthesize new content. As explained in
main paper, we can use this information to obtain dense cor-
respondences between all the samples. In the following, we
provide various ways to qualitatively evaluate the learned
correspondences.



2.1.1 Interpolation

The learned dense correspondences between samples can be

observed in latent interpolation results. We provide video

results of latent interpolation, where we sample a set of la-
tent samples and visualize the linearly interpolated samples
between them. Along with rendered samples, we provide

4 other types of visualization to showcase the quality of

learned correspondences.

1. Tracked Landmarks: We obtain set of 2D landmarks
for the first sample using off-the-shelf detector [1] and
track these landmarks in the rest of samples. One can
observe these tracked landmarks faithfully occupy corre-
sponding semantic parts in the rest of the samples, even
with diverse expressions.

2. Primitives: We also visualize the primitives. One can
also observe the smooth change in the primitives’ spatial
information and primitives consistently occupy similar
semantic parts across different samples.

3. UV Map: We also provide dense tracking of all the pix-
els from the first sample (reference) across rest of the
samples using reference image.

4. Dense Correspondence Flow: We also visualize the
magnitude and direction of the tracked pixels from ref-
erence sample similar to optical flow visualization.

We strongly recommend the readers watch the supple-
mental video for the interpolation results.

2.1.2 Shape and Appearance Transfer

We can observe correspondense between samples by also
doing appearance and shape transfer between 2 samples. In
specific, let wq and wo be 2 latent vectors of 2 different
samples. We take the color and density output correspond-
ing to wy and primitives spatial information (i.e., the output
of geometry generator) corresponding to wo to render the
final result. We provide such a result in the video where we
keep w fixed and smooth interpolate wo between random
samples. Fig | provides a snapshot of such a result. We
strongly recommend readers watch the supplemental video.

2.2. More samples

We provide uncurated samples of our model in Fig. 2 and 3.
We also provide novel view renderings of several samples
in the supplemental video. We strongly recommend readers
watch the supplemental video.

2.3. Comparison with EG3D

We also provide video comparison to EG3D [2] by provid-
ing novel view renderings of multiple samples in training
camera distribution and out-of-training-camera distribution
for our and EG3D methods. As EG3D relies on 2D super-
resolution, it cannot guarantee multi-view consistency. We
strongly recommend readers watch the supplemental video.

Input Layer Activation Output  KS,
Dim. Stride

w Linear LeakyReLU 1024

- Reshape - - -
(:,1024,1,1)

- De-Conv LeakyReLU 512 4x4,2

- De-Conv LeakyReLU 512 4x4,2

- De-Conv LeakyReLU 256 4x4,2

- De-Conv LeakyReLU 256 4x4,2

- De-Conv - 9 4x4,2

- Reshape - - -
(:,9,32,32)

Table 1. This table provides the network architecture of our Ge-
ometry Generator. Here KS denotes kernel size.

Input Layer Activation Output KS,
Dim. Stride
w,d  Linear LeakyReLU 4096
- Reshape - - -
(:,256,4,4)
- De-Conv LeakyReLU 256 4x4,2
- De-Conv LeakyReLU 256 4x4,2
- De-Conv LeakyReLU 64 4x4,2
- De-Conv LeakyReLU 64 4x4,2
- De-Conv LeakyReLU 64 4x4,2
- De-Conv LeakyReLU 32 4x4,2
- De-Conv LeakyReLU 32 4x4,2
- De-Conv - 96 4x4,2
- Reshape - - -
(:,3,32%)

Table 2. This table provides the network architecture of our Color
Generator. Here KS denotes kernel size.
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Figure 2. Here we show uncurated samples of our method trained on the FFHQ dataset. We also provide renderings of primitives. The color
coding of primitives is consistent across different samples. Please note the semantically similar parts are occupied by the same colored
primitives across different samples, which provides correspondence information.
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Figure 3. Here we show uncurated samples of our method trained on the FFHQ dataset. We also provide renderings of primitives. The color
coding of primitives is consistent across different samples. Please note the semantically similar parts are occupied by the same colored
primitives across different samples, which provides correspondence information.



Input Layer Activation Output KS,

Dim. Stride
w Linear LeakyReLU 4096
- Reshape - - -
(:,256,4,4)

- De-Conv LeakyReLU 256 4x4,2
- De-Conv LeakyReLU 256 4x4,2

- De-Conv LeakyReLU 64 4x4,2
- De-Conv LeakyReLU 64 4x4,2
- De-Conv LeakyReLU 64 4x4,2
- De-Conv LeakyReLU 32 4x4,2
- De-Conv LeakyReLU 32 4x4,2
- De-Conv - 32 4x4,2
- Reshape - - -
(:,1,323)

Table 3. This table provides the network architecture of our Den-
sity Generator. Here KS denotes kernel size.
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