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Abstract

Modern machine learning systems such as deep neural networks are often highly over-

parameterized so that they can fit the noisy training data exactly, yet they can still achieve

small test errors in practice. In this paper, we study this “benign overfitting” (Bartlett et al.

(2020)) phenomenon of the maximum margin classifier for linear classification problems. Specif-

ically, we consider data generated from sub-Gaussian mixtures, and provide a tight risk bound

for the maximum margin linear classifier in the over-parameterized setting. Our results precisely

characterize the condition under which benign overfitting can occur in linear classification prob-

lems, and improve on previous work. They also have direct implications for over-parameterized

logistic regression.

1 Introduction

In modern machine learning, complex models such as deep neural networks have received increasing

popularity. These complicated models are known to be able to fit noisy training data sets, while

at the same time achieving small test errors. In fact, this benign overfitting phenomenon is not a

unique feature of deep learning. Even for kernel methods and linear models, Belkin et al. (2018)

demonstrated that interpolators on the noisy training data can still perform near optimally on

the test data. A series of recent works (Belkin et al., 2019b; Muthukumar et al., 2020b; Hastie

et al., 2019; Bartlett et al., 2020) theoretically studied how over-parameterization can achieve small

population risk.

In particular in Bartlett et al. (2020) the authors considered the setting where the data are

generated from a ground-truth linear model with noise, and established a tight population risk

bound for the minimum norm linear interpolator with a matching lower bound. More recently,

Tsigler and Bartlett (2020) further studied benign overfitting in ridge regression, and established

non-asymptotic generalization bounds for over-parametrized ridge regression. They showed that

those bounds are tight for a range of regularization parameter values. Notably, these results cover

arbitrary covariance structure of the data, and give a nice characterization of how the spectrum of

the data covariance matrix affects the population risk in the over-parameterized regime.
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Very recently, benign overfitting has also been studied in the setting of linear classification

(Chatterji and Long, 2020; Muthukumar et al., 2020a; Wang and Thrampoulidis, 2020). Specifi-

cally, Muthukumar et al. (2020a) studied the setting where the data inputs are Gaussian and the

labels are generated from a ground truth linear model with label flipping noise, and showed equiv-

alence between the hard-margin support vector machine (SVM) solution and the minimum norm

interpolator to study benign overfitting. Chatterji and Long (2020); Wang and Thrampoulidis

(2020) studied the benign overfitting phenomenon in sub-Gaussian/Gaussian mixture models and

established population risk bounds for the maximum margin classifier. Chatterji and Long (2020)

leveraged the implicit bias of gradient descent for logistic regression (Soudry et al., 2018) to es-

tablish the risk bound. Wang and Thrampoulidis (2020) established an equivalence result between

classification and regression for isotropic Gaussian mixture models. While these results have offered

valuable insights into the benign overfitting phenomenon for (sub-)Gaussian mixture classification,

they still have certain limitations. Unlike the results in the regression setting where the eigenval-

ues of the data covariance matrix play a key role, the current results for Gaussian/sub-Gaussian

mixture models do not show the impact of the spectrum of the data covariance matrix on the risk.

In this paper, we study the benign overfitting phenomenon in a general sub-Gaussian mixture

model that covers both the isotropic and anisotropic settings, where the d-dimensional features from

two classes have the same covariance matrix Σ but have different means µ and −µ respectively.

We consider the over-parameterized setting where d is larger than the sample size n, and prove

a risk bound for the maximum margin classifier. Our proof of the risk bound has a key step to

demonstrate that under certain conditions regarding the eigenvalues of Σ, the mean vector µ and

the sample size n, the maximum margin classifier for this problem is identical to the minimum norm

interpolator. We then utilize this result to establish a tight population risk bound of the maximum

margin classifier. Our result reveals how the eigenvalues of the covariance matrix Σ affect the

benign property of the classification problem, and is tighter and more general than existing results

on sub-Gaussian/Gaussian mixture models. The contributions of this paper are as follows:

• We establish a tight population risk bound for the maximum margin classifier. Our bound works

for both the isotropic and anisotropic settings, which is more general than existing results in

Chatterji and Long (2020); Wang and Thrampoulidis (2020). When reducing our bound to the

setting studied in Chatterji and Long (2020), our result gives a bound exp(−Ω(n‖µ‖42/d)), where

n is the training sample size. Our bound is tighter than the risk bound exp(−Ω(‖µ‖42/d)) in

Chatterji and Long (2020) by a factor of n in the exponent. Our result also gives a tighter risk

bound than that in Wang and Thrampoulidis (2020) in the so-called “low SNR setting”: our

result suggests that ‖µ‖42 = ω(d/n) suffices to ensure an o(1) population risk, while Wang and

Thrampoulidis (2020) requires ‖µ‖42 = ω((d/n)3/2).

• We establish population risk lower bounds achieved by the maximum margin classifier under two

different settings. In both settings, the lower bounds match our population risk upper bound up

to some absolute constants. This suggests that our population risk bound is tight.

• Our analysis reveals that for a class of high-dimensional anisotropic sub-Gaussian mixture models,

the maximum margin linear classifier on the training data can achieve small population risk

under mild assumptions on the sample size n and mean vector µ. Specifically, suppose that the

eigenvalues of Σ are {λk = k−α}dk=1 for some parameter α ∈ [0, 1), and treat the sample size n as

a constant. Then our result shows that to achieve o(1) population risk, the following conditions
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on ‖µ‖2 suffice:

‖µ‖2 =


ω(d1/4−α/2), if α ∈ [0, 1/2),

ω((log(d))1/4), if α = 1/2,

ω(1). if α ∈ (1/2, 1).

More specifically, when α = 1/2, the condition on the mean vector µ only has a logarithmic

dependency on the dimension d, and when α ∈ (1/2, 1), the condition on µ for benign overfitting

is dimension free.

• Our proof of the population risk bound introduces some tight intermediate results, which may be

of independent interest. Specifically, our proof utilizes polarization identity to establish equiva-

lence between the maximum margin classifier and the minimum norm interpolator. This is, to

the best of our knowledge, the first equivalence result between classification and regression for

anisotropic sub-Gaussian mixture models.

1.1 Additional Related Work

Benign overfitting is closely related to the phenomenon of double descent studied in recent works.

Belkin et al. (2019a,b) showed experimental results and provided theoretical analyses on some

specific models to demonstrate that the risk curve versus over-parameterization has a double descent

shape. These results can therefore indicate that over-parameterization can be beneficial to achieve

small test risk. Hastie et al. (2019); Wu and Xu (2020) studied the double descent phenomenon in

linear regression under the setting where the dimension d and sample size n can grow simultaneously

but have a fixed ratio, and showed that the population risk exhibits a double descent curve with

respect to the ratio. More recently, Mei and Montanari (2019); Liao et al. (2020); Montanari and

Zhong (2020) further extended the setting to random feature models and studied double descent

when the sample size, data dimension and the number of random features have fixed ratios.

Our work is also related to the studies of implicit bias, which analyze the impact of training

algorithms when the over-parameterized models have multiple global minima. Specifically, Soudry

et al. (2018) showed that if the training data are linearly separable, then gradient descent on

unregularized logistic regression converges directionally to the maximum margin linear classifier on

the training data set. Ji and Telgarsky (2019) further studied the implicit bias of gradient descent

for logistic regression on non-separable data. Gunasekar et al. (2018) studied the implicit bias of

various optimization methods for generic objective functions. Gunasekar et al. (2017); Arora et al.

(2019) established implicit bias results for matrix factorization problems. More recently, Lyu and

Li (2019) showed that gradient flow for learning homogeneous neural networks with logistic loss

maximizes the normalized margin on the training data set. These studies of implicit bias offer

a handle for us to connect the over-parameterized logistic regression with the maximum margin

classifiers for linear models.

2 Problem Setting

In this section, we introduce the notations and detailed problem setup. We begin with the notations.
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2.1 Notations

We use lower case letters to denote scalars, and use lower/upper case bold face letters to denote

vectors/matrices respectively. For a vector v, we denote by ‖v‖2 the `2-norm of v. For a matrix A,

we use ‖A‖2, ‖A‖F to denote its spectral norm and Frobinuous norm respectively, and use tr(A) to

denote its trace. For a vector v ∈ Rd and a positive definite matrix A, we define ‖v‖A =
√

v>Av.

For an integer n, we denote [n] = {1, 2, . . . , n}.
We also use standard asymptotic notations O(·), Ω(·), o(·), and ω(·). Let {an} and {bn} be

two sequences. If there exists a constant C > 0 such that |an| ≤ C|bn| for all large enough n, then

we denote an = O(bn). We denote an = Ω(bn) if bn = O(an). Moreover, we write an = o(bn)

if lim |an/bn| = 0 and an = ω(bn) if lim |an/bn| = ∞. We also use Õ(·) and Ω̃(·) to hide some

logarithmic terms in Big-O and Big-Omega notations.

At last, for a random variable Z, we denote by ‖Z‖ψ2 and ‖Z‖ψ1 the sub-Gaussian and sub-

exponential norms of Z respectively.

2.2 Sub-Gaussian Mixture Model

We consider a model where the feature vectors are generated from a mixture of two sub-Gaussian

distributions with means µ and −µ and the same covariance matrix Σ. We assume that each data

pair (x, y) are generated independently from the following procedure:

1. The label y ∈ {+1,−1} is generated as a Rademacher random variable.

2. A random vector u ∈ Rd is generated from a distribution such that the entries of u are in-

dependent sub-Gaussian random variables with E[uj ] = 0, E[u2j ] = 1 and ‖uj‖ψ2 ≤ σu for all

j ∈ [d].

3. Let Σ be a positive definite matrix with eigenvalue decomposition Σ = VΛV>, where Λ =

diag{λ1, . . . , λd} and V is an orthonormal matrix consisting of the eigenvectors of Σ. We

calculate the random vector q based on u as q = VΛ1/2u. This ensures that q has mean zero

and a covariance matrix Σ.

4. The feature is given as x = y · µ + q, where µ ∈ Rd is a vector. Clearly, the mean of x is µ

when y = 1 and is −µ when y = −1.

We consider n training data points (xi, yi) generated independently from the above procedure, and

denote

X = yµ> + Q,

where X = [x1, . . . ,xn]>,Q = [q1, . . . ,qn]> ∈ Rn×d, and y = [y1, . . . , yn]> ∈ {±1}n. For any

θ ∈ Rd, the population risk of the linear classifier x→ 〈θ,x〉 is defined as:

R(θ) = P
(
y · 〈θ,x〉 < 0

)
.

In this paper, we consider the maximum margin linear classifier θ̂SVM, i.e., the solution to the

hard-margin support vector machine:

θ̂SVM = argmin ‖θ‖22, subject to yi · 〈θ,xi〉 ≥ 1, i ∈ [n],
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and study its population risk R(θ̂SVM).

A recent work (Chatterji and Long, 2020) has studied a similar sub-Gaussian mixture model

under an assumption that tr(Σ) = Ω(d), and considered additional label flipping noises. In this

paper, we do not introduce the label flipping noises for simplicity, but we consider a general co-

variance matrix Σ to cover the general anisotropic setting. It is worth noting that although our

model is not exactly the same as Chatterji and Long (2020) because we don’t have additional label

flipping noise, there is still noise in our model because of the nature of sub-Gaussian mixture model.

For example, consider a mixture of two Gaussian distributions. The two Gaussian clusters have

non-trivial overlap, and the Bayes optimal classifier has non-zero Bayes risk. Therefore, the Bayes

optimal classifier and the interpolating classifier are generally quite different. In general, a model is

appropriate for the study of benign overfitting whenever the optimal classifier has non-zero Bayes

risk.

Our model is rather general and covers the following examples.

Example 2.1 (Gaussian mixture model). The most straight-forward example is when the data

are generated from Gaussian mixtures N(µ,Σ) and N(−µ,Σ). This is covered by our model when

the sub-Gaussian vector u is a standard Gaussian random vector.

Example 2.2 (Rare/weak feature model). The rare-weak model is a special case of the Gaussian

mixture model where Σ = I and µ is a sparse vector with s non-zero entries equaling γ.

The rare/weak feature model was originally investigated by Donoho and Jin (2008); Jin (2009),

and has been recently studied by Chatterji and Long (2020).

2.3 Connection to Over-parameterized Logistic Regression

Our study of the maximum margin classifier is closely related to over-parameterized logistic regres-

sion. In logistic regression, we consider the following empirical loss minimization problem:

min
θ∈Rd

L(θ) :=
1

n

n∑
i=1

log[1 + exp(−yi · 〈θ,xi〉)].

We solve the above optimization problem with gradient descent

θ(t+1) = θ(t) − η · ∇L(θ(t)), (2.1)

where η > 0 is the learning rate.

In the over-parameterized setting where d � n, it is evident that the training data points are

linearly separable with high probability (for example, XX> is invertible with high probability and

the minimum norm interpolator θ̂LS = X>(XX>)−1y separates the training data.). For linearly

separable data, a series of recent works have studied the implicit bias of (stochastic) gradient descent

for logistic regression (Soudry et al., 2018; Ji and Telgarsky, 2019; Nacson et al., 2019). These results

demonstrate that among all linear classifiers that can classify the training data correctly, gradient

descent will converge to the one that maximizes the `2 margin. Such an implicit bias result is

summarized in the following lemma.

Lemma 2.3 (Theorem 3 in Soudry et al. (2018)). Suppose that the training data set {(xi, yi)} is

linearly separable. Then as long as η > 0 is small enough, the gradient descent iterates θ(t) for
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logistic regression defined in (2.1) has the following direction limit:

lim
t→∞

θ(t)

‖θ(t)‖2
=

θ̂SVM

‖θ̂SVM‖2
,

where θ̂SVM is the maximum margin classifier.

Lemma 2.3 suggests that our risk bound of the maximum margin classifier θ̂SVM directly implies

a risk bound for the over-parameterized logistic regression trained by gradient descent.

3 Main Results

In this section, we present our main result on the population risk bound of the maximum margin

classifier, and then give a lower bound result to demonstrate the tightness of our upper bounds.

We also showcase the application of our results to isotropic and anisotropic sub-Gaussian mixture

models to study the conditions under which benign overfitting occurs.

The main result of this paper is given in the following theorem, where we establish the population

risk bound for the maximum margin classifier R(θ̂SVM).

Theorem 3.1. Suppose that

tr(Σ) ≥ C max
{
n3/2‖Σ‖2, n‖Σ‖F , n

√
log(n) · ‖µ‖Σ

}
and ‖µ‖22 ≥ C‖µ‖Σ for some absolute constant C. Then with probability at least 1 − n−1, the

maximum margin classifier θ̂SVM has the following risk bound

R(θ̂SVM) ≤ exp

(
−C ′n‖µ‖42

n‖µ‖2Σ + ‖Σ‖2F + n‖Σ‖22

)
,

where C ′ is an absolute constant.

Theorem 3.1 gives the population risk bound of the maximum margin classifier θ̂SVM. Based

on the implicit bias of gradient descent for over-parameterized logistic regression (Lemma 2.3), we

have that the gradient descent iterates θ(t) satisfy that

lim
t→∞

R(θ(t)) = lim
t→∞

R(θ(t)/‖θ(t)‖2) = R(θ̂SVM/‖θ̂SVM‖2) = R(θ̂SVM).

Therefore, the same risk bound in Theorem 3.1 also applies to the over-parameterized logistic

regression trained by gradient descent.

3.1 Population Risk Lower Bound

In this section we further present lower bounds on the population risk achieved by the maximum

margin classifier, which demonstrate that our population risk upper bound in Theorem 3.1 is tight.

We have the following theorem.

Theorem 3.2. Consider Gaussian mixture model with covariance matrix Σ and mean vectors µ

and −µ. Suppose that tr(Σ) ≥ C max
{
n3/2‖Σ‖2, n‖Σ‖F , n

√
log(n) · ‖µ‖Σ

}
, and ‖µ‖22 ≥ C‖µ‖Σ
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for some constant C. Then there exist absolute constants C ′, C ′′, such that the following results

hold:

1. If n‖µ‖2Σ ≥ C(‖Σ‖2F + n‖Σ‖22), then with probability at least 1− n−1,

R(θ̂SVM) ≥ C ′′ exp
(
− C ′‖µ‖42/‖µ‖2Σ

)
.

2. If ‖Σ‖2F ≥ Cn(‖µ‖2Σ + ‖Σ‖22), then with probability at least 1− n−1,

R(θ̂SVM) ≥ C ′′ exp
(
− C ′n‖µ‖42/‖Σ‖2F

)
.

Theorem 3.2 gives lower bounds for the population risk in two settings: (i) n‖µ‖2Σ ≥ C(‖Σ‖2F +

n‖Σ‖22); and (ii) ‖Σ‖2F ≥ Cn(‖µ‖2Σ + ‖Σ‖22). Note that in the population risk upper bound in

Theorem 3.1, there are three terms in the denominator of the exponent: ‖µ‖2Σ, ‖Σ‖2F , and n‖Σ‖22.
Therefore, setting (i) and setting (ii) in Theorem 3.2 correspond to the cases when the first or the

second term is the leading term, respectively. Moreover, it is also easy to check that under both

settings, our lower bound in Theorem 3.2 matches the upper bound in Theorem 3.1. This suggests

that our population risk bound in Theorem 3.1 is tight.

3.2 Implications for Specific Examples

Theorem 3.1 holds for general covariance matrices Σ, and illustrates how the spectrum of Σ affects

the population risk of the maximum margin classifier. This makes our result more general than the

recent results in Chatterji and Long (2020); Wang and Thrampoulidis (2020), where the population

risk bounds are given only in terms of the sample size n, dimension d and the norm of the mean

vector ‖µ‖2. In fact, when we specialize our general result to the isotropic setting, our result also

provides a tighter risk bound than these existing results. Specifically, our population risk bound

for the isotropic setting is given in the following corollary.

Corollary 3.3 (Isotropic sub-Gaussian mixtures). Consider the setting where Σ = I. Suppose

that

d ≥ C max
{
n2, n

√
log(n) · ‖µ‖2

}
and ‖µ‖2 ≥ C for some absolute constant C. Then with probability at least 1−n−1, the maximum

margin classifier θ̂SVM has the following risk bound

R(θ̂SVM) ≤ exp

(
− C ′n‖µ‖42
n‖µ‖22 + d

)
,

where C ′ is an absolute constant.

Remark 3.4. Chatterji and Long (2020) recently gave a risk bound of order exp(−Ω(‖µ‖42/d))

for sub-Gaussian mixture models under the condition that d = Ω(max{n2 log(n), n‖µ‖22}). Clearly,

our result in Corollary 3.3 only requires the condition d = Ω(n‖µ‖2) rather than d = Ω(n‖µ‖22).
Therefore, our condition on d is milder. Moreover, when the stronger condition d = Ω(n‖µ‖22)
holds, our risk bound becomes exp(−Ω(n‖µ‖42/d)), which is better than the result of Chatterji and

Long (2020) by a factor of n in the exponent.
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Remark 3.5. Wang and Thrampoulidis (2020) studied the risk bound in two settings, namely the

low-SNR setting (‖µ‖22 ≤ d/n) and the high-SNR setting (‖µ‖22 > d/n). The numerator n‖µ‖22 + d

in the exponent in Corollary 3.3 provides further insights into the difference between the low- and

high-SNR settings. Moreover, for the low-SNR setting, Corollary 2.2 in Wang and Thrampoulidis

(2020) requires ‖µ‖42 = ω((d/n)3/2) to make the risk converge to zero. In comparison, Corollary 3.3

only requires ‖µ‖42 = ω(d/n) to ensure R(θ̂SVM) = o(1). Therefore, our risk bound is tighter than

theirs.

Besides being tighter than previous results when reduced to the isotropic setting, Theorem 3.1

covers both the isotropic and anisotropic settings. In the following, we provide some case studies

under the anisotropic setting and show how the decay rate of the eigenvalues of the covariance

matrix Σ affects the population risk.

It is worth noting that the assumption of Theorem 3.1 requires that tr(Σ) is large enough,

while the risk bound in Theorem 3.1 only depends on ‖Σ‖F and ‖Σ‖2. In the over-parameterized

setting where the dimension d is large, it is possible that for certain covariance matrices Σ with

appropriate eigenvalue decay rates, tr(Σ) � 1 while ‖Σ‖F , ‖Σ‖2 = O(1). This implies that for

many anisotropic sub-Gaussian mixture models, the assumptions in Theorem 3.1 can be easily

satisfied, while the risk bound can be small at the same time. Following this intuition, we study

the conditions under which the the maximum margin interpolator θ̂SVM achieves o(1) population

risk. We denote by λk the k-th largest eigenvalue of Σ, and consider a polynomial decay spectrum

{λk = k−α}dk=1, where we introduce a parameter α to control the eigenvalue decay rate. We have

the following corollary.

Corollary 3.6 (Anisotripic sub-Gaussian mixtures with polynomial spectrum decay). Suppose

that λk = k−α, n is a large enough constant, and one of the following conditions hold:

1. α ∈ [0, 1/2), d = Ω̃((‖µ‖Σ)
1

1−α ), and ‖µ‖2 = ω(1 + d1/4−α/2).

2. α = 1/2, d = Ω̃(‖µ‖2Σ), and ‖µ‖2 = ω((log(d))1/4).

3. α ∈ (1/2, 1), d = Ω̃((‖µ‖Σ)
1

1−α ), and ‖µ‖2 = ω(1).

Then with probability at least 1−n−1, the population risk of the maximum margin classifier satisfies

R(θ̂SVM) = o(1).

Corollary 3.6 follows by calculating the orders of tr(Σ) =
∑d

k=1 λk and ‖Σ‖2F =
∑d

k=1 λ
2
k. Here

we treat the sample size n as a constant for simplicity. A full version of the corollary with detailed

dependency on n is given as Corollary C.1 in Appendix C together with the proof. Intuitively,

when ‖µ‖2 is large, the two classes are far away from each other and therefore linear classifiers can

achieve small population risk. From Corollary 3.6, we can see that the decay rate of the eigenvalues

of the covariance matrix Σ determines how large ‖µ‖2 needs to be to ensure small population risk:

when the {λk} decays faster (i.e., when α is larger), the maximum margin classifier can achieve

o(1) population risk with a smaller ‖µ‖2.
Corollary 3.6 also exhibits a certain “phase transition” regarding the eigenvalue decay rate and

the conditions on ‖µ‖2. We can see that the eigenvalue decay rate can be divided into three regimes

α ∈ [0, 1/2), α = 1/2 and α ∈ (1/2, 1). Under the condition that d = Ω̃((‖µ‖Σ)
1

1−α ), achieving

o(1) risk in each of these regimes requires ‖µ‖2 = ω(d1/4), ‖µ‖2 = ω([log(d)]1/4), and ‖µ‖2 = ω(1)
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respectively. Specifically, when α ∈ (1/2, 1), the condition on µ is independent of the dimension d.

This means that when α ∈ (1/2, 1), for any ε > 0, as long as ‖µ‖2 = Ω(
√

log(ε)), we have

lim
d→∞

R(θ̂SVM) ≤ ε.

Therefore, our result covers the infinite dimensional setting when the eigenvalues of the covariance

matrix Σ have an appropriate decay rate, i.e., α ∈ (1/2, 1).

Another interesting observation in Theorem 3.1 is that it uses both ‖µ‖Σ and ‖µ‖2, and there-

fore the alignment between µ and the eigenvectors of Σ can affect the population risk bound. In

our discussion above, we have mainly focused on the worst case scenario where the direction of µ

aligns with the first eigenvector of Σ. In the following corollary, we discuss the case where µ is

parallel to the eigenvector of Σ corresponding to the eigenvalue λk.

Corollary 3.7 (Risk bounds for µ along different directions). Suppose that Σµ = λkµ for some

k ∈ [d],

tr(Σ) ≥ C max
{
n3/2‖Σ‖2, n‖Σ‖F , n

√
λk log(n) · ‖µ‖2

}
and ‖µ‖22 ≥ Cλk for some absolute constant C. Then with probability at least 1 − n−1, the

maximum margin classifier θ̂SVM has the following risk bound

R(θ̂SVM) ≤ exp

(
−C ′n‖µ‖42

nλk · ‖µ‖22 + ‖Σ‖2F + n‖Σ‖22

)
,

where C ′ is an absolute constant.

We can see that, when µ aligns with the eigendirections corresponding to a smaller eigenvalue

of Σ, then Corollary 3.7 holds under milder conditions on tr(Σ) and ‖µ‖2, and the population risk

achieved by the maximum margin solution is also better. This phenomenon perfectly matches the

geometric intuition of sub-Gaussian mixture classifications, as is illustrated in Figure 1.

μ
v1

v2

v1

v2

(a) µ aligns with v2

μ
v1

v2

v1

v2

(b) µ points at a random direction

μ v1

v2

v1

v2

(c) µ aligns with v1

Figure 1: A 2-dimensional illustration of sub-Gausisan mixture classification problems with different
directions of µ. We consider the setting where Σ ∈ R2×2 has two eigenvalues λ1 > λ2 with the
corresponding eigenvectors v1,v2. (a) shows the setting where µ aligns with v2. (b) shows the
setting where µ points at a random direction. (c) is for the case when µ aligns with v1. These
figures clearly show that (a) is the easiest case for classification and (c) is the hardest case. This
matches the result in Corollary 3.7.

At last, we can also apply our risk bound to the rare/weak feature model defined in Example 2.2.

We have the following corollary.
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Corollary 3.8 (Rare/weak feature model). Consider the rare/weak feature model (Example 2.2).

Suppose that

d ≥ C max{n2, γn
√
s log(n)}

and γ
√
s ≥ C for some large enough absolute constant C. Then when n is large enough, with

probability at least 1− n−1, the maximum margin classifier θ̂SVM has the following risk bound

R(θ̂SVM) ≤ exp

(
− C ′nγ4s2

nγ2s+ d

)
,

where C ′ is an absolute constant.

By Corollary 3.8, we can see that our bound is tighter by a factor of n in the exponent compared

with the risk bound in Chatterji and Long (2020) for the rare/weak feature model. Under the setting

where n and γ are fixed constants, our bound can also be compared with the negative result in Jin

(2009), which showed that achieving a small population risk is impossible when s = O(d2). Our

result, on the other hand, demonstrates that when s = ω(d2), o(1) population risk is achievable.

4 Proof of the Main Results

In this section, we explain how we establish the population risk bound of the maximum margin

classifier, and give the proof of Theorem 3.1.

For classification problems, one of the key challenges is that the maximum margin classifier

usually does not have an explicit form solution. To overcome this difficulty, Chatterji and Long

(2020) utilized the implicit bias results (Lemma 2.3) to get a handle on the relationship between the

maximum margin classifier and the training data. More recently, Wang and Thrampoulidis (2020)

showed that for isotropic Gaussian mixture models, an explicit form of θ̂SVM can be calculated

by the equivalence between hard-margin support vector machine and minimum norm least square

regression. Notably, it was shown that such an equivalence result holds under the assumptions

of Chatterji and Long (2020) and no any additional assumptions are needed. In this paper, we

also study the equivalence between classification and regression as a first step. However, our proof

works for a more general setting that covers both isotropic and anisotropic sub-Gaussian mixtures,

and introduces a novel proof technique based on the polarization identity that leads to a tighter

bound. We present this result in Section 4.1.

4.1 Equivalence Between Classification and Regression

Here we establish an equivalence guarantee for the maximum margin classifier and the minimum

norm interpolator. We first define the minimum norm interpolator θ̂LS as follows:

θ̂LS := argmin ‖θ‖22, subject to yi · 〈θ,xi〉 = 1, i ∈ [n].

In comparison, we recall that the maximum margin classifier θ̂SVM is defined in Lemma 2.3 as

θ̂SVM = argmin ‖θ‖22, subject to yi · 〈θ,xi〉 ≥ 1, i ∈ [n].

We can see that the two optimization problems have the same solution when all the training data

are support vectors, i.e., all the inequalities become equalities in the constraints. Based on this
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observation, Muthukumar et al. (2020a); Hsu et al. (2020) have studied the conditions under which

the maximum margin classifier θ̂SVM is identical to the minimum norm interpolator θ̂LS. The result

is given in the following lemma.

Lemma 4.1 (Hsu et al. (2020)). θ̂SVM = θ̂LS if and only if

y>(XX>)−1eiyi > 0

for all i ∈ [n].

According to Lemma 4.1, to study the equivalence between the maximum margin classifier and

the minimum norm interpolator, it suffices to derive sufficient conditions such that y>(XX>)−1eiyi,

i ∈ [n] are strictly positive with high probability. We have the following lemma which summarizes

some calculations regarding the quantity y>(XX>)−1eiyi.

Lemma 4.2. Suppose that

tr(Σ) > C max{n3/2‖Σ‖2, n‖Σ‖F , n‖µ‖Σ}

for some absolute constant C. Then with probability at least 1−O(n−2),

y>(XX>)−1eiyi ≥ G
[
1− C ′n

∣∣µ>Q>(QQ>)−1ei
∣∣]

for all i ∈ [n], where G = G(µ,Q,y,Σ) > 0 is a strictly positive factor and C ′ > 0 is an absolute

constant.

By Lemma 4.2, we can see that in order to ensure y>(XX>)−1eiyi > 0, it suffices to establish

an upper bound for |µ>Q>(QQ>)−1ei|. However, deriving tight upper bounds for this term turns

out to be challenging, as a simple application of the Cauchy-Schwarz inequality can lead to a loose

bound with an additional
√
n factor. In the following, we establish a refined bound on the term

|µ>Q>(QQ>)−1ei|.

Lemma 4.3. Suppose that

tr(Σ) > C max{n3/2‖Σ‖2, n‖Σ‖F }

for some absolute constant C. Then with probability at least 1−O(n−2),

∣∣µ>Q>(QQ>)−1ei
∣∣ ≤ C ′‖µ‖Σ ·

√
log(n)

tr(Σ)

for all i ∈ [n], where C ′ > 0 is an absolute constant.

The proof of Lemma 4.3 is motivated by the observation that the matrix QQ> ∈ Rn×n is close

enough to a scalar multiple of the identity matrix. By concentration arguments, we have with high

probability that,

‖QQ> − tr(Σ)I‖2 ≤ ελ,

where ελ := C ·
(
n · ‖Σ‖2 +

√
n · ‖Σ‖F

)
(See Lemma A.1 and its proof for more details). We can

then apply the polarization identity a>Mb = (1/4) · (a + b)>M(a + b)− (1/4) · (a−b)>M(a−b)

11



to obtain

µ>Q>(QQ>)−1ei =
(Qµ + ‖Qµ‖2ei)>(QQ>)−1(Qµ + ‖Qµ‖2ei)

4‖Qµ‖2

− (Qµ− ‖Qµ‖2ei)>(QQ>)−1(Qµ− ‖Qµ‖2ei)
4‖Qµ‖2

≤ 1

4‖Qµ‖2

[
‖Qµ + ‖Qµ‖2ei‖22

tr(Σ)− ελ
− ‖Qµ− ‖Qµ‖2ei‖22

tr(Σ) + ελ

]
=
‖Qµ‖2 · ελ + e>i Qµ · tr(Σ)

tr(Σ)2 − ε2λ

≤ ‖Qµ‖2 ·O
(

ελ
tr(Σ)2

)
+ |e>i Qµ| ·O

(
1

tr(Σ)

)
, (4.1)

where the first inequality follows by the eigenvalue bound ‖QQ> − tr(Σ)I‖ ≤ ελ, and the second

inequality follows because the lemma assumption implies that tr(Σ) ≥ C
√
nελ for some large

enough absolute constant C. By concentration arguments, with high probability we have ‖Qµ‖2 =

O(
√
n‖µ‖Σ) and |e>i Qµ| = O(

√
log(n) · ‖µ‖Σ) (See the proof of Lemma 4.3 in Appendix A.1 for

more details). Note that the same upper bound also holds for −µ>Q>(QQ>)−1ei with exactly

the same proof. Therefore, plugging these calculations into (4.1) and applying the assumption

tr(Σ) ≥ C
√
nελ completes the proof.

From the above proof sketch of Lemma 4.3, we can see that our proof technique enables us

to show that |µ>Q>(QQ>)−1ei| has an upper bound (4.1) whose leading term only depends on

e>i Qµ. Note that the bound of e>i Qµ is (almost) independent of n because it is only related to

the i-th training example. This is a key feature of Lemma 4.3 which leads to a tight bound.

We are now ready to present our main result on the equivalence between maximum margin

classifier and the minimum norm interpolator.

Proposition 4.4. Suppose that

tr(Σ) ≥ C max{n3/2‖Σ‖2, n‖Σ‖F , n
√

log(n) · ‖µ‖Σ}

for some absolute constant C. Then with probability at least 1−O(n−2), θ̂SVM = θ̂LS.

Proof of Proposition 4.4. By the union bound, we have that with probability at least 1−2n−2, the

results in Lemma 4.2 and Lemma 4.3 both hold. Therefore, for any i ∈ [n], we have

y>(XX>)−1eiyi ≥ G
[
1− c1n

∣∣µ>Q>(QQ>)−1ei
∣∣]

≥ G

[
1−

c2n
√

log(n) · ‖µ‖Σ
tr(Σ)

]
∝ tr(Σ)− c2n

√
log(n) · ‖µ‖Σ.

By the assumption tr(Σ) ≥ Cn
√

log(n) · ‖µ‖Σ for some large enough absolute constant C, we have

y>(XX>)−1eiyi > 0. Finally, applying Lemma 4.1, we conclude that θ̂SVM = θ̂LS.
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4.2 Population Risk Bound for the Maximum Margin Classifier

In this subsection, we derive the population risk bound for the maximum margin classifier and

provide the proof of Theorem 3.1. We first present the following lemma on the risk bound of linear

classifiers for sub-Gaussian mixture models.

Lemma 4.5. There exists an absolute constant C, such that for any θ ∈ Rd, the following risk

bound holds:

R(θ) ≤ exp

(
− C(θ>µ)2

‖θ‖2Σ

)
.

A similar result is given in Chatterji and Long (2020) where Σ is replaced by I. Our result here

depends on the full spectrum of the covariance matrix and is sharper than Chatterji and Long

(2020) when Σ has decaying eigenvalues.

The proof of Lemma 4.5 is given in Appendix A.1. In addition to this risk bound for general vec-

tor θ, we also have the following explicit calculation for θ̂SVM thanks to our analysis in Section 4.1.

This is because the minimum norm interpolator θ̂LS has the explicit form θ̂LS = X>(XX>)−1y.

Therefore by Proposition 4.4, we also have

θ̂SVM = X>(XX>)−1y.

Plugging the above calculation into the risk bound in Lemma 4.5 and utilizing the model definition

X = yµ> + Q, we are able to show the following risk bound for θ̂SVM.

Lemma 4.6. Suppose that

tr(Σ) ≥ C max{n
√

log(n), n3/2‖Σ‖2, n‖Σ‖F , n‖µ‖Σ}

for some absolute constant C. Then with probability at least 1−O(n−2),

R(θ̂SVM) ≤ exp

{
−C ′ · [y>(XX>)−1Xµ]2

(y>(XX>)−1y)2‖µ‖2Σ + ‖Q>(XX>)−1y‖2Σ

}
,

where C ′ is an absolute constant.

The proof of Lemma 4.6 is given in Appendix A.1. Lemma 4.6 utilizes the structure of the

model to divide the denominator in the exponent into two terms. Motivated by this result, we

define

I1 = [y>(XX>)−1Xµ]2,

I2 = (y>(XX>)−1y)2 · ‖µ‖2Σ,
I3 = ‖Q>(XX>)−1y‖2Σ.

In the following, we develop a lower bound for I1 and upper bounds for I2 and I3 respectively. The

following lemma summarizes the bounds.

Lemma 4.7. Suppose that

tr(Σ) ≥ C max{n, n‖Σ‖2,
√
n‖Σ‖F , n‖µ‖Σ}
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and ‖µ‖2 ≥ C‖Σ‖2 for some absolute constant C. Then when n is large enough, with probability

at least 1−O(n−2),

I1 ≥ C ′−1H(µ,Q,y,Σ) · n2 · ‖µ‖42,
I2 ≤ C ′H(µ,Q,y,Σ) · n2 · ‖µ‖2Σ,
I3 ≤ C ′H(µ,Q,y,Σ) · (n · ‖Σ‖2F + n2 · ‖Σ‖22),

where H(µ,Q,y,Σ) > 0 is a strictly positive coefficient, and C ′ > 0 is an absolute constant.

The proof of Lemma 4.7 is given in Appendix A.1. To illustrate the key idea in the proof of

Lemma 4.7, we take I3 as an example. Based on our model in Section 2, we have Q = ZΛ1/2V>,

where Z ∈ Rn×d is a random matrix with independent sub-Gaussian entries, and Λ, V are defined

based on the eigenvalue decomposition Σ = VΛV>. By some linear algebra calculation (see the

proof of Lemma 4.7 in Appendix A.1 for more details), we have

I3 = a>(ZΛZ>)−1ZΛ2Z>(ZΛZ>)−1a, (4.2)

where ‖a‖22 = O(D−2n) with

D = y>(QQ>)−1y · (‖µ‖22 − µ>Q>(QQ>)−1Qµ) + (1 + y>(QQ>)−1Qµ)2.

The key observation here is that while the term D above has a very complicated form, it is not

necessary to bound it. This is because D−2 is a common term that appears in all I1, I2 and I3
and therefore can be canceled out when calculating the ratio I1/(I2 + I3). With the calculation in

(4.2), we are able to invoke the following eigenvalue concentration inequalities (see Lemma A.1 and

Lemma A.5 for more details) to give upper and lower bounds regarding the matrices ZΛ2Z> and

ZΛZ> respectively: ∥∥ZΛZ> − tr(Σ) · I
∥∥
2
≤ c1 ·

(
n‖Σ‖2 +

√
n‖Σ‖F

)
,∥∥ZΛ2Z> − ‖Σ‖2F · I

∥∥
2
≤ c1 ·

(
n‖Σ‖22 +

√
n‖Σ2‖F

)
,

where c1 is an absolute constant. Plugging the above inequalities and the bound ‖a‖22 = O(D−2n)

into (4.2), we obtain with some calculation that

I3 ≤ c2H(µ,Q,y,Σ) · (n · ‖Σ‖2F + n2 · ‖Σ‖22)

with H(µ,Q,y,Σ) = [D · tr(Σ)]−2, where c2 is an absolute constant. This gives the bound of I3
in Lemma 4.7.

Lemma 4.7 is significant in three-fold. First of all, the result does not have an explicit de-

pendency on d, which makes it applicable to infinite dimensional data. Second, Lemma 4.7 gives

bounds with great simplicity, and shows that the three bounds share a same strictly positive factor

H(µ,Q,y,Σ), which can be canceled out since our final goal is to bound the ratio I1/(I2 + I3).

Lastly, Lemma 4.7 reveals the fact that the risk bound only depends on ‖Σ‖F and ‖Σ‖2, which

can be small even though the assumption requires tr(Σ) to be large.

We are now ready to present the proof of Theorem 3.1.

Proof of Theorem 3.1. Clearly, under the assumptions of Theorem 3.1, the conditions in Lemma 4.6
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and Lemma 4.7 are both satisfied. By Lemma 4.7, we have

[y>(XX>)−1Xµ]2

(y>(XX>)−1y)2‖µ‖2Σ + ‖Q>(XX>)−1y‖2Σ
≥ c1 ·

n2‖µ‖42
n2‖µ‖2Σ + n · ‖Σ‖2F + n2 · ‖Σ‖22

,

where c1 is an absolute constant. Therefore by Lemma 4.6 we have

R(θ̂SVM) ≤ exp

(
−c2n‖µ‖42

n‖µ‖2Σ + ‖Σ‖2F + n‖Σ‖22

)

for some absolute constant c2. Note that by union bound, the above inequality holds with proba-

bility at least 1−O(n−2) ≥ 1− n−1 when n is large enough. This completes the proof.

5 Conclusion and Future Work

We have studied the benign overfitting phenomenon for sub-Gaussian mxiture models, and estab-

lished a population risk bound for the maximum margin classifier. Our population risk bound

is general and covers both the isotropic and anisotropic settings. When reduced to the isotropic

setting, our bound is tighter than existing results. We have also studied a class of non-isotropic

models which can be benign even for infinite-dimensional data.

An interesting future work direction is to study the relation between the dimension and the

population risk and verify the double descent phenomenon. Studying benign overfitting for more

complicated learning models such as neural networks is another important future work direction.

A Completing the Proof of Theorem 3.1

In Section 4 we give the proof of Theorem 3.1 based on several technical lemmas. Here we present

the complete proof of these lemmas.

A.1 Proof of Lemmas in Section 4

We denote ν = Qµ and A = QQ>. Based on these notations, in the following we present several

basic lemmas that are used in our proof. We have the following lemma which gives concentration

inequalities for the the eigenvalues of A.

Lemma A.1. With probability at least 1− n−2,∥∥A− tr(Σ) · I
∥∥
2
≤ ελ := Cσ2u

(
n · ‖Σ‖2 +

√
n · ‖Σ‖F

)
,

where C is an absolute constant.

The following lemma presents some calculations on the quantity y>(XX>)−1. It utilizes a

result introduced in Wang and Thrampoulidis (2020), which is based on the application of the

Sherman–Morrison–Woodbury formula.

Lemma A.2. The following calculation of y>(XX>)−1 holds:

y>(XX>)−1 = D−1[(1 + y>A−1ν) · y>A−1 − y>A−1y · ν>A−1],
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where D = y>A−1y · (‖µ‖22 − ν>A−1ν) + (1 + y>A−1ν)2 > 0.

Motivated by Lemma A.2, we estimate the orders of the terms y>A−1y, ν>A−1ν, and y>A−1ν.

The results are given in the following lemma.

Lemma A.3. Let ελ be defined in Lemma A.1, and suppose that tr(Σ) > ελ. Then with probability

at least 1−O(n−2), the following inequalities hold:

n

tr(Σ) + ελ
≤ y>A−1y ≤ n

tr(Σ)− ελ
,

n− C
√
n log(n)

tr(Σ) + ελ
· ‖µ‖2Σ ≤ ν>A−1ν ≤

n+ C
√
n log(n)

tr(Σ)− ελ
· ‖µ‖2Σ,

|y>A−1ν| ≤ Cn

tr(Σ)− ελ
‖µ‖Σ,

where C is an absolute constant.

A.1.1 Proof of Lemma 4.2

Here we present the proof of Lemma 4.2. We first introduce the following lemma, which gives a

lower bound on the quantity y>A−1eiyi.

Lemma A.4. Let ελ be defined in Lemma A.1, and suppose that tr(Σ) > ελ. Then with probability

at least 1−O(n−2),

y>A−1eiyi ≥
tr(Σ)−

√
nελ

tr(Σ)2 − ε2λ

for all i ∈ [n].

We are now ready to give our proof of Lemma 4.2.

Proof of Lemma 4.2. By Lemma A.2, we have

y>(XX>)−1eiyi = D−1[(1 + y>A−1ν)y>A−1eiyi − y>A−1y · ν>A−1eiyi].

Plugging in the inequalities in Lemmas A.3 and A.4, we have that as long as tr(Σ) > c1 max{n‖µ‖Σ, ελ}
for some large enough constant c1, y>A−1ν ≤ 1/2 and therefore

y>(XX>)−1eiyi = D−1[(1 + y>A−1ν)y>A−1eiyi − y>A−1y · ν>A−1eiyi]

≥ D−1 ·
[

1

2
· y>A−1eiyi −

c2n

tr(Σ)
· |ν>A−1eiyi|

]
, (A.1)

where c2 is an absolute constant. By Lemma A.4, we can see that as long as tr(Σ) ≥ c3
√
nελ for

some large enough absolute constant c3, we have

y>A−1eiyi ≥
tr(Σ)−

√
nελ

tr(Σ)2 − ε2λ
≥ 1

2 tr(Σ)
.
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Plugging the bound above into (A.1), we obtain

y>(XX>)−1eiyi ≥
1

4D tr(Σ)
· [1− c4n · |ν>A−1eiyi|].

Since D > 0, we see that G(µ,Q,y,Σ) := [4D tr(Σ)]−1 > 0. This completes the proof.

A.1.2 Proof of Lemma 4.3

Here we give the detailed proof of Lemma 4.3 to backup the proof sketch presented in Section 4.1.

The proof is based on the polarization identity.

Proof of Lemma 4.3. We have the following calculation,

µ>Q>A−1eiyi =
1

‖Qµ‖2
· (Qµ)>A−1(‖Qµ‖2 · eiyi)

=
1

4‖Qµ‖2
· (Qµ + ‖Qµ‖2 · eiyi)>A−1(Qµ + ‖Qµ‖2 · eiyi)

− 1

4‖Qµ‖2
· (Qµ− ‖Qµ‖2 · eiyi)>A−1(Qµ− ‖Qµ‖2 · eiyi)

≤ 1

4‖Qµ‖2
·
[
‖Qµ + ‖Qµ‖2 · eiyi‖22

tr(Σ)− ελ
− ‖Qµ− ‖Qµ‖2 · eiyi‖22

tr(Σ) + ελ

]
=

1

4‖Qµ‖2
·
[

2‖Qµ‖22 + 2yi‖Qµ‖2 · e>i Qµ

tr(Σ)− ελ
− 2‖Qµ‖22 − 2yi‖Qµ‖2 · e>i Qµ

tr(Σ) + ελ

]
=

1

2‖Qµ‖2
· 2‖Qµ‖22 · ελ + 2yi‖Qµ‖2 · e>i Qµ · tr(Σ)

tr(Σ)2 − ε2λ

=
‖Qµ‖2 · ελ + yie

>
i Qµ · tr(Σ)

tr(Σ)2 − ε2λ
, (A.2)

where the first equality holds due to the polarization identity a>Mb = 1/4(a + b)>M(a + b) −
1/4(a−b)>M(a−b), and the first inequality follows by Lemma A.1. Based on our model assump-

tion, we can denote Q = ZΛ1/2V>, where the entries of Z are independent sub-Gaussian random

variables with ‖Zij‖ψ2 ≤ σu for all i ∈ [n] and j ∈ [p]. Denote µ̃ = Λ1/2V>µ. Then with the same

proof as in Lemma A.3, we have

‖Qµ‖22 = ‖Zµ̃‖22 ≤ 2n‖µ̃‖22 = 2n‖µ‖2Σ

when n is large enough. Moreover, we also have

‖yie>i Qµ‖ψ2 =

∥∥∥∥∥
p∑
j=1

Zijµ̃j

∥∥∥∥∥
ψ2

≤ ‖µ̃‖2 · σu.

Therefore by Hoeffding’s inequality, with probability at least 1− n−1, we have

|yie>i Qµ| ≤ c1‖µ̃‖2 ·
√

log(n) = c1‖µ‖Σ ·
√

log(n),
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where c1 is an absolute constant. Therefore we have

ν>A−1eiyi ≤
√

2n‖µ‖Σ · ελ + c2‖µ‖Σ
√

log(n) · tr(Σ)

tr(Σ)2 − ε2λ
.

With the exact same proof, we also have

−ν>A−1eiyi ≤
√

2n‖µ‖Σ · ελ + c2‖µ‖Σ
√

log(n) · tr(Σ)

tr(Σ)2 − ε2λ
.

Therefore by the assumption that tr(Σ) > C
√
nελ for some large enough absolute constant C, we

have

|ν>A−1ei| ≤
c3‖µ‖Σ ·

√
log(n)

tr(Σ)

for some absolute constant c3. This completes the proof.

A.1.3 Proof of Lemma 4.5

Here we give the detailed proof of Lemma 4.5, which is based on the one-side sub-Gaussian tail

bound.

Proof of Lemma 4.5. By definition, we have

R(θ) = P(y · θ>x < 0) = P[y · θ>(y · µ + q) < 0] = P[θ>µ < y · θ>q] = P[θ>µ < y · θ>VΛ1/2u],

where in the second and last equations we plug in the definitions of x and q according to our

data generation procedure described in Section 2. Note that u has independent, σu-sub-Gaussian

entries. Therefore we have

‖θ>VΛ1/2u‖ψ2 ≤ c1‖θ>VΛ1/2‖2 = c1
√
θ>VΛV>θ = c1

√
θ>Σθ.

Applying the one-side sub-Gaussian tail bound (e.g., Theorem A.2 in Chatterji and Long (2020))

completes the proof.

A.1.4 Proof of Lemma 4.6

The proof of Lemma 4.6 is given as follows, where we utilize Proposition 4.4 and Lemma 4.5 to

derive the desired bound.

Proof of Lemma 4.6. By Proposition 4.4, we have

θ̂SVM = θ̂LS = X>(XX>)−1y.

Plugging it into the risk bound in Lemma 4.5, we obtain

R(θ̂SVM) ≤ exp

{
− C[y>(XX>)−1Xµ]2

‖X>(XX>)−1y‖2Σ

}
.
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Note that based on our model, we have X = yµ> + Q, and

‖X>(XX>)−1y‖2Σ = ‖(yµ> + Q)>(XX>)−1y‖2Σ
≤ 2‖µy>(XX>)−1y‖2Σ + 2‖Q>(XX>)−1y‖2Σ
= 2(y>(XX>)−1y)2 · ‖µ‖2Σ + 2‖Q>(XX>)−1y‖2Σ.

Therefore we have

R(θ̂SVM) ≤ exp

{
−(C/2) · [y>(XX>)−1Xµ]2

(y>(XX>)−1y)2 · ‖µ‖2Σ + ‖Q>(XX>)−1y‖2Σ

}
.

This completes the proof.

A.1.5 Proof of Lemma 4.7

In this subsection we present the proof of Lemma 4.7. We first give the following lemma, which

follows by exactly the same proof as Lemma A.1.

Lemma A.5. Suppose that Z ∈ Rn×d is a random matrix with i.i.d. sub-Gaussian entries with

sub-Gaussian norm σu. Then with probability at least 1−O(n−2),∥∥ZΛ2Z> − ‖Σ‖2F · I
∥∥
2
≤ ε′λ := Cσ2u

(
n · ‖Σ‖22 +

√
n · ‖Σ2‖F

)
,

where C is an absolute constant.

Based on Lemma A.5, we can give the proof of Lemma 4.7 as follows.

Proof of Lemma 4.7. We first derive the lower bound for I1. By Lemma A.2 and the model defini-

tion X = yµ> + Q, we have

y>(XX>)−1Xµ = D−1[(1 + y>A−1ν)y>A−1 − y>A−1y · ν>A−1](yµ> + Q)µ

= D−1[(1 + y>A−1ν)y>A−1 − y>A−1y · ν>A−1](y · ‖µ‖22 + Qµ)

= D−1[(1 + y>A−1ν)y>A−1y − y>A−1y · ν>A−1y] · ‖µ‖22
+D−1[(1 + y>A−1ν)y>A−1ν − y>A−1y · ν>A−1ν])

= D−1 · [(‖µ‖22 − ν>A−1ν)y>A−1y + (1 + y>A−1ν)y>A−1ν], (A.3)

where the third equality follows by the notation ν = Qµ. By Lemma A.3 and the assumption that

tr(Σ) ≥ C max{ελ, n‖Σ‖2, n‖µ‖Σ} for some large enough constant C, when n is large enough we

have

|y>A−1ν| ≤ c1n

tr(Σ)− ελ
‖µ‖Σ ≤

2c1n

tr(Σ)
‖µ‖Σ ≤ 1,

0 ≤ ν>A−1ν ≤
n+ c2

√
n log(n)

tr(Σ)− ελ
· ‖µ‖2Σ ≤

2n

tr(Σ)
· ‖µ‖2Σ ≤

2n‖Σ‖2
tr(Σ)

· ‖µ‖22 ≤
1

2
· ‖µ‖22,

y>A−1y ≥ n

tr(Σ) + ελ
≥ n

2 tr(Σ)
,
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where c1, c2 are absolute constants. Plugging the bounds above into (A.3), we obtain

|y>(XX>)−1Xµ| ≥ D−1 ·
(

1

2
· ‖µ‖22 · y>A−1y − 2 · |y>A−1ν|

)
≥ D−1 ·

[
n

4 tr(Σ)
· ‖µ‖22 −

4n

tr(Σ)
‖µ‖Σ

]
≥ D−1 · n

4 tr(Σ)
· (‖µ‖22 − 16‖µ‖Σ)

≥ D−1 · n

8 tr(Σ)
· ‖µ‖22,

where the last inequality follows by the assumption that ‖µ‖22 ≥ C‖µ‖Σ for some large enough

absolute constant C. Therefore we have

[y>(XX>)−1Xµ]2 ≥ D−2 · n2

64[tr(Σ)]2
· ‖µ‖42 =

H(µ,Q,y,Σ)

64
· n2‖µ‖42,

where we define

H(µ,Q,y,Σ) := [D · tr(Σ)]−2 > 0.

This completes the proof of the lower bound of I1.

For I2, by Lemma A.2 we have

y>(XX>)−1y = D−1[(1 + y>A−1ν)y>A−1y − y>A−1y · ν>A−1y]

= D−1[(1 + y>A−1ν)y>A−1y − y>A−1y · ν>A−1y]

= D−1 · y>A−1y

≤ D−1 · n

tr(Σ)− ελ
≤ 2D−1 · n

tr(Σ)
,

where the first inequality follows by Lemma A.3, and the second inequality follows by the assump-

tion that tr(Σ) ≥ Cελ for some large enough constant C. Therefore we have

I2 = (y>(XX>)−1y)2 · ‖µ‖2Σ ≤ 4D−2 ·
n2 · ‖µ‖2Σ
[tr(Σ)]2

= 4H(µ,Q,y,Σ) · n2 · ‖µ‖2Σ,

where we use the definition H(µ,Q,y,Σ) = [D · tr(Σ)]−2. This proves the upper bound of I2.

For I3, by our calculation in Lemma A.2, we have

y>(XX>)−1 = D−1[(1 + y>A−1ν)y − y>A−1y · ν]>A−1.

Denote a = D−1[(1 + y>A−1ν) · y − y>A−1y · ν]. Then

I3 = y>(XX>)−1QΣQ>(XX>)−1y

= a>(QQ>)−1QΣQ>(QQ>)−1a

= a>(ZΛZ>)−1ZΛ2Z>(ZΛZ>)−1a, (A.4)
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where we plug in Σ = VΛV> and Q = ZΛ1/2V> for Z with independent sub-Gaussian entries.

By Lemma A.1, Lemma A.5 and (A.4), when tr(Σ) ≥ ελ we have

I3 = a>(ZΛZ>)−1ZΛ2Z>(ZΛZ>)−1a

≤ a>(ZΛZ>)−2a ·
[
‖Σ‖2F + ε′λ

]
≤ ‖a‖22 ·

‖Σ‖2F + ε′λ
[tr(Σ)− ελ]2

. (A.5)

Here the first inequality follows by Lemma A.5, and the second inequality follows by Lemma A.1.

By definition, we have

‖a‖22 = ‖D−1(1 + y>A−1ν)y − y>A−1y · ν‖22
≤ 2D−2(1 + y>A−1ν)2‖y‖22 + 2D−2(y>A−1y)2 · ‖Qµ‖22.

Then with the same proof as in Lemma A.3, when n is sufficiently large, with probability at

least 1−O(n−2) we have

‖Qµ‖22 ≤ 2n‖µ‖2Σ.

Therefore we have

‖a‖22 ≤ 2D−2(1 + y>A−1ν)2‖y‖22 + 2D−2(y>A−1y)2 · ‖Qµ‖22
≤ 2D−2(1 + y>A−1ν)2 · n+ 4D−2(y>A−1y)2 · n · ‖µ‖2Σ. (A.6)

Moreover, by Lemma A.3 and the assumption that tr(Σ) ≥ C max{ελ, n, n‖µ‖Σ} for some large

enough constant C, we have

|y>A−1ν| ≤ c3n

tr(Σ)− ελ
‖µ‖Σ ≤

√
2− 1,

y>A−1y ≤ n

tr(Σ)− ελ
≤ 2n

tr(Σ)
,

where c3 is an absolute constant. Plugging the above bounds into (A.6), we obtain

‖a‖22 ≤ 2D−2(1 + y>A−1ν)2 · n+ 4D−2(y>A−1y)2 · n · ‖µ‖2Σ

≤ 4D−2 · n+ 8D−2 · n ·
[

n

tr(Σ)
· ‖µ‖Σ

]2
≤ 5D−2 · n,

where the last inequality utilizes the assumption tr(Σ) ≥ Cn‖µ‖Σ for some large enough constant

C again. Further plugging this bound into (A.5), we obtain

I3 ≤ ‖a‖22 ·
‖Σ‖2F + ε′λ

[tr(Σ)− ελ]2
≤ 5D−2n ·

‖Σ‖2F + ε′λ
[tr(Σ)− ελ]2

≤ c4D−2 ·
n · ‖Σ‖2F + n2 · ‖Σ‖22 + n3/2 · ‖Σ2‖F

[tr(Σ)]2
, (A.7)
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where c4 is an absolute constant. Note that we have

n3/2 · ‖Σ2‖F ≤ n · ‖Σ‖F · (
√
n · ‖Σ‖2) ≤ n · (‖Σ‖2F + n · ‖Σ‖22)/2.

Plugging this bound into (A.7), we have

I3 ≤ c5D−2 ·
n · ‖Σ‖2F + n2 · ‖Σ‖22

[tr(Σ)]2
= c5H(µ,Q,y,Σ) · (n · ‖Σ‖2F + n2 · ‖Σ‖22),

where we use the definition H(µ,Q,y,Σ) = [D · tr(Σ)]−2, and c4 is an absolute constant. This

finishes the proof of the upper bound of I3.

A.2 Proof of Lemmas in Appendix A.1

Here we present the proofs of lemmas we used in Appendix A.1.

A.2.1 Proof of Lemma A.1

The proof of Lemma A.1 is motivated by the analysis given in Bartlett et al. (2020). However here

in Lemma A.1 we give a slightly tighter bound. The proof is as follows.

Proof of Lemma A.1. LetN be a 1/4-net on the unit sphere sn−1. Then by Lemma 5.2 in Vershynin

(2010), we have |N | ≤ 9n. Denote zj = λ
−1/2
j Qvj ∈ Rn. Then by definition, for any fixed unit

vector â ∈ N we have â>Aâ = QQ> = â>
∑p

j=1 λjzjz
>
j â =

∑p
j=1 λj(â

>zj)
2. By Lemma 5.9

in Vershynin (2010), there exists an absolute constant c1 such that ‖â>zj‖ψ2 ≤ c1σu. Therefore

by Lemma 21 and Corollary 23 in Bartlett et al. (2020), for any t > 0, with probability at least

1− 2 exp(−t) we have ∣∣â>Aâ− tr(Σ)
∣∣ ≤ c2σ2u max

(
t · ‖Σ‖2,

√
t · ‖Σ‖F

)
.

Applying an union bound over all â ∈ N , we have that with probability at least 1− 2 · 9n exp(−t),∣∣â>Aâ− tr(Σ)
∣∣ ≤ c2σ2u max

(
t · ‖Σ‖2,

√
t · ‖Σ‖F

)
for all â ∈ N . Therefore by Lemma 25 in Bartlett et al. (2020), with probability at least 1 − 2 ·
9n exp(−t), we have ∥∥A− tr(Σ)I

∥∥
2
≤ c3σ2u

(
t · ‖Σ‖2 +

√
t · ‖Σ‖F

)
,

where c3 is an absolute constant. Setting t = c4n for some large enough constant c4, we have that

with probability at least 1− n−2,∥∥A− tr(Σ)I
∥∥
2
≤ c5σ2u

(
n · ‖Σ‖2 +

√
n · ‖Σ‖F

)
,

where c5 is an absolute constant. This completes the proof.
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A.2.2 Proof of Lemma A.2

Here we present the proof of Lemma A.2. Our proof utilizes a key lemma by Wang and Thram-

poulidis (2020), and gives further simplifications of the result.

Proof of Lemma A.2. Denote s = y>A−1y, t = ν>A−1ν, h = y>A−1ν. Then we have D =

‖µ‖22s− st+ (h+ 1)2. By Lemma 3 in Wang and Thrampoulidis (2020), we have

y>(XX>)−1 = y>A−1 −D−1 · [‖µ‖22s+ h2 + h− st] · y>A−1 −D−1s · ν>A−1.

Rearranging terms, we obtain

y>(XX>)−1 =

[
1− ‖µ‖

2
2s+ h2 + h− st

‖µ‖22s− st+ (h+ 1)2

]
· y>A−1 −D−1s · ν>A−1

=
h+ 1

‖µ‖22s− st+ (h+ 1)2
· y>A−1 −D−1s · ν>A−1

= D−1[(h+ 1)y>A−1 − s · ν>A−1].

At last, by the definition of D, we have

D = y>A−1y · (‖µ‖22 − µ>Q>(QQ>)−1Qµ) + (1 + y>A−1ν)2

≥ (1 + y>A−1ν)2,

where we utilize the fact that y>A−1y ≥ 0 and ‖µ‖22 ≥ µ>Q>(QQ>)−1Qµ. Since y>A−1ν 6= 1

with probability 1, we see that D > 0 almost surely. This completes the proof.

A.2.3 Proof of Lemma A.3

The proof of Lemma A.3 is based on the application of eigenvalue concentration results in Lemma A.1.

We present the details as follows.

Proof of Lemma A.3. The bounds on y>A−1y are directly derived from Lemma A.1 and the fact

that ‖y‖22 = n. To derive the bounds for νA−1ν, we note that by definition, ν = Qµ and

ν>A−1ν = µ>Q>(QQ>)−1Qµ.

Denote zi = λ
−1/2
i Qvi ∈ Rn, Z = [z1, . . . , zp] ∈ Rn×p, and µ̃ = Λ1/2V>µ. Then Q = ZΛ1/2V>,

Qµ = Zµ̃, and

µ>Q>(QQ>)−1Qµ = µ>VΛ1/2Z>(ZΛZ>)−1ZΛ1/2V>µ

= µ̃>Z>(ZΛZ>)−1Zµ̃

≤ ‖Zµ̃‖22
tr(Σ)− ελ

.

Similarly, we have

µ>Q>(QQ>)−1Qµ ≥ ‖Zµ̃‖22
tr(Σ) + ελ

.
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We now proceed to give upper and lower bounds for the term ‖Zµ̃‖22 =
∑n

i=1(
∑p

j=1 Zijµ̃j)
2.

Note that by definition, Zij for i ∈ [n] and j ∈ [p] are independent sub-Gaussian vectors with

‖Zij‖ψ2 ≤ σu. By Lemma 5.9 in Vershynin (2010), we have∥∥∥∥∥
p∑
j=1

Zijµ̃j

∥∥∥∥∥
ψ2

≤ c1‖µ̃‖2 · σu,

where c1 is an absolute constant. Therefore by Lemma 5.14 in Vershynin (2010), we have∥∥∥∥∥
(

p∑
j=1

Zijµ̃j

)2

− ‖µ̃‖22

∥∥∥∥∥
ψ1

≤ c2‖µ̃j‖22,

where we merge σu into the absolute constant c2. By Bernstein’s inequality, with probability at

least 1− n−2, ∣∣‖Zµ̃‖22 − E‖Zµ̃‖22
∣∣ ≤ c3‖µ̃‖22 ·√n log(n),

where c3 is an absolute constant. Therefore we have

n‖µ̃‖22 − c3‖µ̃‖22 ·
√
n log(n) ≤ ‖Qµ‖22 = ‖Zµ̃‖22 ≤ n‖µ̃‖22 + c3‖µ̃‖22 ·

√
n log(n), (A.8)

and

n− c3
√
n log(n)

tr(Σ) + ελ
· ‖µ̃‖2 ≤ ν>A−1ν ≤

n+ c3
√
n log(n)

tr(Σ)− ελ
· ‖µ̃‖2

Similarly for y>A−1ν, by Cauchy-Schwarz inequality, for large enough n we have

|y>A−1ν| = |y>(QQ>)−1Qµ| ≤ ‖y‖2 · ‖(QQ>)−1Qµ‖2 =
√
n ·
√
µ>Q>(QQ>)−2Qµ.

Applying Lemma A.1 and the inequality (A.8), we have

|y>A−1ν| ≤
√
n

tr(Σ)− ελ
‖Qµ‖2 ≤

√
n ·
√
n+ c3

√
n log(n)

tr(Σ)− ελ
‖µ̃‖2 ≤

c4n

tr(Σ)− ελ
‖µ̃‖2,

where c4 is an absolute constant. Note that ‖µ̃‖2 = ‖µ‖Σ. This completes the proof.

A.2.4 Proof of Lemma A.4

The proof Lemma A.4 utilizes the polarization identity and is similar with the proof of Lemma 4.3.
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Proof of Lemma A.4. The proof is very similar to the proof of Lemma 4.3. We have

y>A−1eiyi =
1

4
√
n

(y +
√
neiyi)

>A−1(y +
√
neiyi)−

1

4
√
n

(y −
√
neiyi)

>A−1(y −
√
neiyi)

≥ 1

4
√
n

[
‖y +

√
neiyi‖22

tr(Σ) + ελ
− ‖y −

√
neiyi‖22

tr(Σ)− ελ

]
=

1

4
√
n

[
2n+ 2

√
n

tr(Σ) + ελ
− 2n− 2

√
n

tr(Σ)− ελ

]
=

1

2
√
n
· (n+

√
n)(tr(Σ)− ελ)− (n−

√
n)(tr(Σ) + ελ)

tr(Σ)2 − ε2λ

=
1

2
√
n
· 2
√
n tr(Σ)− 2nελ
tr(Σ)2 − ε2λ

=
tr(Σ)−

√
nελ

tr(Σ)2 − ε2λ
,

where we use the polarization identity a>Mb = 1/4(a + b)>M(a + b)− 1/4(a− b)>M(a− b) in

the first equality and use Lemma A.1 to derive the inequality. This completes the proof.

B Proof of Theorem 3.2

Here we present the proof of Theorem 3.2.

Proof of Theorem 3.2. By the lower bound of the Gaussian cumulative distribution function (Côté

et al., 2012), we have that for any θ ∈ Rd,

R(θ) ≥ c1 exp

(
− c2(θ

>µ)2

‖θ‖2Σ

)
, (B.1)

where c1, c2 > 0 are absolute constants. By Proposition 4.4, we have

θ̂SVM = θ̂LS = X>(XX>)−1y.

Plugging it into (B.1), we obtain

R(θ̂SVM) ≥ c1 exp

{
− c2[y

>(XX>)−1Xµ]2

‖X>(XX>)−1y‖2Σ

}
. (B.2)

Note that based on our model, we have X = yµ> + Q, and

‖X>(XX>)−1y‖Σ = ‖(yµ> + Q)>(XX>)−1y‖Σ
≥
∣∣‖µy>(XX>)−1y‖Σ − ‖Q>(XX>)−1y‖Σ

∣∣
=
∣∣y>(XX>)−1y · ‖µ‖Σ − ‖Q>(XX>)−1y‖Σ

∣∣ (B.3)

Plugging the above bound into (B.2), we obtain

R(θ) ≥ c1 exp

{
− c2[y

>(XX>)−1Xµ]2

(y>(XX>)−1y · ‖µ‖Σ − ‖Q>(XX>)−1y‖Σ)2

}
. (B.4)
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Denote ν = Qµ and A = QQ>. Then by Lemma A.2 and the model definition X = yµ> + Q, we

have

y>(XX>)−1Xµ = D−1[(1 + y>A−1ν)y>A−1 − y>A−1y · ν>A−1](yµ> + Q)µ

= D−1[(1 + y>A−1ν)y>A−1 − y>A−1y · ν>A−1](y · ‖µ‖22 + Qµ)

= D−1[(1 + y>A−1ν)y>A−1y − y>A−1y · ν>A−1y] · ‖µ‖22
+D−1[(1 + y>A−1ν)y>A−1ν − y>A−1y · ν>A−1ν])

= D−1 · [(‖µ‖22 − ν>A−1ν)y>A−1y + (1 + y>A−1ν)y>A−1ν], (B.5)

where the third equality follows by the notation ν = Qµ. By Lemma A.3 and the assumption that

tr(Σ) ≥ C max{ελ, n‖Σ‖2, n‖µ‖Σ} for some large enough constant C, when n is large enough we

have

|y>A−1ν| ≤ c3n

tr(Σ)− ελ
‖µ‖Σ ≤

2c4n

tr(Σ)
‖µ‖Σ ≤ 1,

0 ≤ ν>A−1ν ≤
n+ c5

√
n log(n)

tr(Σ)− ελ
· ‖µ‖2Σ ≤

2n

tr(Σ)
· ‖µ‖2Σ ≤

2n‖Σ‖2
tr(Σ)

· ‖µ‖22 ≤
1

2
· ‖µ‖22,

0 ≤ y>A−1y ≤ n

tr(Σ)− ελ
≤ 2n

tr(Σ)
,

where c3, c4 are absolute constants. Plugging the bounds above into (A.3), we obtain

|y>(XX>)−1Xµ| ≤ D−1 ·
(
‖µ‖22 · y>A−1y + 2 · |y>A−1ν|

)
≤ D−1 ·

[
2n

tr(Σ)
· ‖µ‖22 +

4n

tr(Σ)
‖µ‖Σ

]
≤ D−1 · 2n

tr(Σ)
· (‖µ‖22 + 2‖µ‖Σ)

≤ D−1 · 4n

tr(Σ)
· ‖µ‖22,

where the last inequality follows by the assumption that ‖µ‖22 ≥ C‖µ‖Σ for some large enough

absolute constant C. Therefore we have

[y>(XX>)−1Xµ]2 ≤ D−2 · n2

64[tr(Σ)]2
· ‖µ‖42 =

H(µ,Q,y,Σ)

64
· n2‖µ‖42, (B.6)

where

H(µ,Q,y,Σ) := [D · tr(Σ)]−2 > 0.

We now proceed to study the two terms in the denominator of the exponent in (B.4). We denote

J1 = y>(XX>)−1y · ‖µ‖Σ,
J2 = ‖Q>(XX>)−1y‖Σ)2.
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Then for J1, with the same derivation as the proof of Lemma 4.7 for I2, we have

J1 =
√
I2 ≤ 2

√
H(µ,Q,y,Σ) · n · ‖µ‖Σ.

Moreover we also have

y>(XX>)−1y = D−1 · y>A−1y ≥ D−1 · n

tr(Σ) + ελ
≥ (2D)−1 · n

tr(Σ)
,

where the first inequality follows by Lemma A.3, and the second inequality follows by the assump-

tion that tr(Σ) ≥ Cελ for some large enough constant C. Then we have

J1 = y>(XX>)−1y · ‖µ‖Σ ≥ (2D)−1 · n · ‖µ‖Σ
tr(Σ)

= (1/2) ·
√
H(µ,Q,y,Σ) · n · ‖µ‖Σ,

where we use the definition H(µ,Q,y,Σ) = [D · tr(Σ)]−2. Therefore in summary we have

(1/2) ·
√
H(µ,Q,y,Σ) · n · ‖µ‖Σ ≤ J1 ≤ 2

√
H(µ,Q,y,Σ) · n · ‖µ‖Σ, (B.7)

where c5 is an absolute constant. Similarly, for J2, with the same derivation as the proof of

Lemma 4.7 for I3, we have

J2
2 = I3 ≤ c5H(µ,Q,y,Σ) · (n · ‖Σ‖2F + n2 · ‖Σ‖22). (B.8)

Moreover, we denote a = D−1[(1 + y>A−1ν) · y − y>A−1y · ν]. Then with the same derivation,

J2
2 = y>(XX>)−1QΣQ>(XX>)−1y

= a>(QQ>)−1QΣQ>(QQ>)−1a

= a>(ZΛZ>)−1ZΛ2Z>(ZΛZ>)−1a, (B.9)

where we plug in Σ = VΛV> and Q = ZΛ1/2V> for Z with independent sub-Gaussian entries.

We have

J2
2 = a>(ZΛZ>)−1ZΛ2Z>(ZΛZ>)−1a

≥ a>(ZΛZ>)−2a ·
[
‖Σ‖2F − ε′λ

]
≥ ‖a‖22 ·

‖Σ‖2F − ε′λ
[tr(Σ) + ελ]2

≥ ‖a‖22 ·
‖Σ‖2F − ε′λ
2[tr(Σ)]2

. (B.10)

Here the first inequality follows by Lemma A.5, the second inequality follows by Lemma A.1, and

the third inequality follows by the assumption that tr(Σ) ≥ Cελ for some large enough absolute
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constant C. By the definition of ε′λ in Lemma A.5 and Cauchy-Schwarz inequality, we have

ε′λ := c6
(
n · ‖Σ‖22 +

√
n · ‖Σ2‖F

)
≤ c6

(
n · ‖Σ‖22 +

√
n · ‖Σ‖2 · ‖Σ‖F

)
≤ c6

(
n · ‖Σ‖22 + 2c6n · ‖Σ‖22 + ‖Σ‖2F /(2c6)

)
≤ c7n · ‖Σ‖22 + ‖Σ‖2F /2,

where c6, c7 are absolute constants. Plugging the above bound into (B.10) gives

J2
2 ≥ ‖a‖22 ·

‖Σ‖2F − c8n · ‖Σ‖22
4[tr(Σ)]2

(B.11)

for some absolute constant c8. Moreover, by the definition a and the triangle inequality, we have

‖a‖22 = ‖D−1(1 + y>A−1ν)y − y>A−1y · ν‖22
≥
[
D−1(1 + y>A−1ν)‖y‖2 −D−1(y>A−1y) · ‖Qµ‖2

]2
= D−2

[
(1 + y>A−1ν) ·

√
n− (y>A−1y) · ‖Qµ‖2

]2
. (B.12)

By Lemma A.3 and the assumption that tr(Σ) ≥ C max{ελ, n, n‖µ‖Σ} for some large enough

constant C, we have

|y>A−1ν| ≤ c9n

tr(Σ)− ελ
‖µ‖Σ ≤ 1/2,

y>A−1y ≤ n

tr(Σ)− ελ
≤ 2n

tr(Σ)
,

where c9 is an absolute constant. Moreover, with the same proof as in Lemma A.3, when n is

sufficiently large, with probability at least 1−O(n−2) we have

‖Qµ‖22 ≤ 2n‖µ‖2Σ.

Utilizing these inequalities above, we have

(1 + y>A−1ν) ·
√
n ≥
√
n/2,

(y>A−1y) · ‖Qµ‖2 ≤
2n

tr(Σ)
·
√

2n‖µ‖Σ ≤
√
n/4,

where the second line above follows the assumption that tr(Σ) ≥ Cn‖µ‖Σ for some large enough

constant C. Combining these bounds with (B.12), we have

‖a‖22 ≥ D−2
[
(1 + y>A−1ν) ·

√
n− (y>A−1y) · ‖Qµ‖2

]2 ≥ D−2n/16.

Further plugging this bound into (B.11), we have

J2
2 ≥

n

16D2
·
‖Σ‖2F − c8n · ‖Σ‖22

4[tr(Σ)]2
= H(µ,Q,y,Σ) · (c10n · ‖Σ‖2F − c11n2 · ‖Σ‖22), (B.13)

where c10, c11 are absolute constants, and we use the definition H(µ,Q,y,Σ) = [D · tr(Σ)]−2.
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Combining (B.8) and (B.13), we obtain

H(µ,Q,y,Σ) · (c10n‖Σ‖2F − c11n2‖Σ‖22) ≤ J2
2 ≤ c5H(µ,Q,y,Σ) · (n‖Σ‖2F + n2‖Σ‖22). (B.14)

In the rest of the proof, we consider the two cases in Theorem 3.2 separately based on (B.7)

and (B.14).

Case 1. Suppose that n‖µ‖2Σ ≥ C(‖Σ‖2F + n‖Σ‖22) for some large enough constant C. Then by

(B.7) and (B.14), we have

J1 ≥ (1/2) ·
√
H(µ,Q,y,Σ) · n · ‖µ‖Σ

J2 ≤ 2
√
c5
√
H(µ,Q,y,Σ) ·

√
n · ‖Σ‖2F + n2 · ‖Σ‖22 ≤ (1/4) ·

√
H(µ,Q,y,Σ) · n · ‖µ‖Σ

Plugging the above inequalities and (B.6) into (B.4), we obtain Therefore by

R(θ) ≥ c1 exp

{
− c2n

2‖µ‖42/64

(n · ‖µ‖Σ/4)2

}
= c1 exp

{
− c12‖µ‖42
‖µ‖2Σ

}
,

where c12 is an absolute constant. This completes the proof of the first case in Theorem 3.2.

Case 2. Suppose that ‖Σ‖2F ≥ Cn(‖µ‖2Σ + ‖Σ‖22) for some large enough constant C. Then by

(B.7) we have

J1 ≤ 2
√
H(µ,Q,y,Σ) · n · ‖µ‖Σ ≤

√
H(µ,Q,y,Σ) ·

√
c10‖Σ‖F /4. (B.15)

Moreover for J2, by (B.14) we have

J2
2 ≥ H(µ,Q,y,Σ) · (c10n‖Σ‖2F − c11n2‖Σ‖22) ≥ H(µ,Q,y,Σ) · c10n‖Σ‖2F /4,

and therefore

J2 ≥
√
H(µ,Q,y,Σ) ·

√
c10n‖Σ‖F /2. (B.16)

Plugging (B.6), (B.15) and (B.16) into (B.4), we obtain

R(θ) ≥ c1 exp

{
− c2n

2‖µ‖42/64

(
√
c10n‖Σ‖F /4)2

}
= c1 exp

{
− c13n‖µ‖42
‖Σ‖2F

}
,

where c13 is an absolute constant. This completes the proof of the second case in Theorem 3.2.

C Proof of Corollaries

Here we provide the proof of the Corollaries 3.3, 3.6 and 3.8 in Section 3.

C.1 Proof of Corollary 3.3

The proof of Corollary 3.3 is a direct application of Theorem 3.1. The detailed proof is as follows.

Proof of Corollary 3.3. When Σ = I, we have tr(Σ) = d, ‖Σ‖2 = 1, ‖Σ‖F =
√
d and ‖µ‖Σ = ‖µ‖2.

Under the condition in Corollary 3.3 that d ≥ C max
{
n2, n

√
log(n) ·‖µ‖2

}
and ‖µ‖2 ≥ C for some
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large enough absolute constant C, it is easy to check that the conditions of Theorem 3.1

tr(Σ) = Ω
(

max
{
n3/2‖Σ‖2, n‖Σ‖F , n

√
log(n) · ‖µ‖Σ

})
, ‖µ‖2 ≥ C‖Σ‖2

hold. Therefore by Theorem 3.1, we have

R(θ̂SVM) ≤ exp

(
−c1n‖µ‖42

n‖µ‖2Σ + ‖Σ‖2F + n‖Σ‖22

)
≤ exp

(
−c2n‖µ‖42
n‖µ‖22 + d

)
,

where c1, c2 are absolute constants. This completes the proof.

C.2 Proof of Corollary 3.6

Here we present the proof of Corollary 3.6, which is mostly based on the estimation of the order of

the summations
∑d

k=1 k
−α and

∑d
k=1 k

−2α. We first present the full version of the corollary with

detailed dependency in the sample size n as follows.

Corollary C.1. [Full version of Corollary 3.6] Suppose that λk = k−α, and one of the following

conditions hold:

1. α ∈ [0, 1/2), d = Ω̃(n
3

2(1−α) + n2 + (n‖µ‖Σ)
1

1−α ), and ‖µ‖2 = ω(1 + n−1/4d1/4−α/2).

2. α = 1/2, d = Ω̃(n3 + n2‖µ‖2Σ), and ‖µ‖2 = ω(1 + n−1/4(log(d))1/4).

3. α ∈ (1/2, 1), d = Ω̃(n
3

2(1−α) + (n‖µ‖Σ)
1

1−α ), and ‖µ‖2 = ω(1).

Then with probability at least 1−n−1, the population risk of the maximum margin classifier satisfies

R(θ̂SVM) = o(1).

Proof of Corollary C.1. We first consider the case when α ∈ [0, 1/2). We have

tr(Σ) =
d∑

k=1

λk =
d∑

k=1

k−α ≥
∫ d

t=1
t−αdt =

d1−α

1− α
− 1

1− α
>

d1−α

2(1− α)

when d is sufficiently large. Similarly, we have

‖Σ‖2F =

d∑
k=1

λ2k = 1 +

d∑
k=2

k−2α ≤ 1 +

∫ d−1

t=1
t−2αdt = 1 +

(d− 1)1−2α

1− 2α
− 1

1− 2α
≤ 1 +

d1−2α

1− 2α
.

Therefore, a sufficient condition for the assumptions in Theorem 3.1 to hold is that ‖µ‖2 = ω(1)

and

d1−α

2(1− α)
≥ Cn3/2,

d1−α

2(1− α)
≥ Cn ·

√
1 +

d1−2α

1− 2α
,

d1−α

2(1− α)
≥ Cn

√
log(n) · ‖µ‖Σ.
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After simplifying the result, we derive the condition that d = Ω̃(n
3

2(1−α) + n2 + (n‖µ‖Σ)
1

1−α ). We

further check the conditions on ‖µ‖2 that lead to o(1) population risk. Note that when ‖µ‖2 = ω(1),

‖µ‖42/‖µ‖2Σ = ω(1). We also check the condition that n‖µ‖42/‖Σ‖2F = ω(1). A sufficient condition

is that

n‖µ‖42 = ω

(
1 +

d1−2α

1− 2α

)
.

Simplifying the condition completes the proof for the case α ∈ [0, 1/2).

For the case α = 1/2, we have

tr(Σ) =
d∑

k=1

λk =
d∑

k=1

k−1/2 ≥
∫ d

t=1
t−1/2dt =

d1−1/2

1− 1/2
− 1

1− 1/2
>
√
d

when d is sufficiently large. Moreover,

‖Σ‖2F =

d∑
k=1

λ2k = 1 +

d∑
k=2

k−1 ≤ 1 +

∫ d−1

t=1
t−1dt = 1 + log(d− 1) ≤ 1 + log(d).

Verifying the conditions

√
d ≥ Cn3/2,
√
d ≥ Cn ·

√
1 + log(d),

√
d ≥ Cn

√
log(n) · ‖µ‖Σ

then gives a sufficient condition d = Ω̃(n3 + n2‖µ‖2Σ), ‖µ‖2 = ω(1) for the assumptions in The-

orem 3.1 to hold. It is also easy to verify that when ‖µ‖2 = ω(1 + n−1/4(log(d))1/4) we have

R(θ̂SVM) = o(1).

Finally for the case α ∈ (1/2, 1), we have

tr(Σ) =

d∑
k=1

λk =

d∑
k=1

k−α ≥
∫ d

t=1
t−αdt =

d1−α

1− α
− 1

1− α
.

Moreover, in this setting we have ‖Σ‖2F ≤ c1 for some absolute constant c1. It is therefore easy to

check that ‖µ‖2 = ω(1) and

d = Ω̃(n
3

2(1−α) + (n‖µ‖Σ)
1

1−α )

are sufficient for the assumptions in Theorem 3.1 to hold, and we also have R(θ̂SVM) = o(1).

C.3 Proof of Corollary 3.8

The proof of Corollary 3.8 for the rare/weak feature model is rather straightforward.

Proof of Corollary 3.8. Note that in the rare/weak feature model we have ‖µ‖2 = γ
√
s. Therefore
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the conditions of Corollary 3.3 are satisfied and we have

R(θ̂SVM) ≤ exp

(
− c1n‖µ‖42
n‖µ‖22 + d

)
= exp

(
− c1nγ

4s2

nγ2s+ d

)
,

where c1 is an absolute constant. This completes the proof.

D Experiments

In this section we present simulation results to backup our population risk bound in Theorem 3.1.

We generate u as a standard Gaussian vector, and set Σ = diag{λ1, . . . , λd} with λk = k−α for

some parameter α ∈ [0, 1), which matches the setting studied in Section 3. The mean vector µ

is generated uniformly from the sphere centered at the origin with radius r. All population risks

are calculated by taking the average of 100 independent experiments. Note that since we are

considering Gaussian mixtures in our experiments, the population risk can be directly calculated

with the Gaussian cumulative distribution function:

R(θ̂SVM) = P[θ>µ < y · θ̂>SVMΛ1/2u].

The derivation of the above result is in the proof of Lemma 4.5 in Appendix A.1.3.

Population risk versus the norm of the mean vector ‖µ‖2. We first present experimental

results on the relation between the population risk and the norm of the mean vector ‖µ‖2. Note

that in our setting, the risk bound in Theorem 3.1 reduces to the following bound:

R(θ̂SVM) ≤ exp

(
−C ′n‖µ‖42

n‖µ‖2Σ +
∑d

k=1 k
−2α

)
.

Based on this bound, we can first see that the population risk should be smaller when α is larger.

Moreover, the dependency of R(θ̂SVM) depends on the comparison between the scaling of the two

terms in the denominator. When

d∑
k=1

k−2α ≥ n‖µ‖2Σ, (D.1)

we can expect that − log(R(θ̂SVM)) should be roughly of order ‖µ‖42. On the other hand, if (D.1)

does not hold, then − log(R(θ̂SVM)) should be roughly of order ‖µ‖22. It is also clear that whether

(D.1) holds heavily depends on the values of the sample size n and α: when n is large, then (D.1)

is less likely to be satisfied. Moreover, when α > 1/2, (D.1) cannot hold because in this case∑d
k=1 k

−2α is upper bounded by a constant.

In Figure 2, we verify the above argument by verifying the dependency of the population risk

R(θ̂SVM) on the norm of the mean vector ‖µ‖2 with different values of α and sample size n. From

Figures 2(a) and 2(c), we can see that R(θ̂SVM) decreases with ‖µ‖2 and α. From 2(b), we verify

that when n = 10 (which is rather small) and when α = 0, 0.2, 0.4, − log(R(θ̂SVM)) is linear in

‖µ‖22. This verifies our discussion for the setting when (D.1) holds. On the other hand, when

α = 0.6, 0.8, − log(R(θ̂SVM)) has a higher order dependency in ‖µ‖22, which is because
∑d

k=1 k
−2α

is upper bounded by a constant and (D.1) cannot hold. In Figure 2(d), we further verify that when
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(a) R(θ̂SVM) versus ‖µ‖2, n = 10, d = 2000
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(b) − log(R(θ̂SVM)) versus ‖µ‖22, n = 10, d =
2000
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(c) R(θ̂SVM) versus ‖µ‖2, n = 100, d = 2000
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Figure 2: Experiments on the dependency of the population risk R(θ̂SVM) on the norm of the mean
vector ‖µ‖2 with different values of α and sample size n. (a) and (b) gives the curves with n = 10,
while (c) and (d) are for the case n = 100. Moreover, (a) and (c) gives the curves of R(θ̂SVM)
versus ‖µ‖2, and to further test the tightness of our risk bound, in (c) and (d) we also study the
relation between − log(R(θ̂SVM)) and ‖µ‖22. The dimension d is set to 2000 in all these figures. In
(d) we omit the last point ‖µ‖2 = 16 in the curve for α = 0.8 because the population risk in this
case is too small and is dominated by the numerical accuracy.

n = 100, (D.1) never hold and − log(R(θ̂SVM)) is of order ‖µ‖22 for all choices of α. This set of

experiments verifies our risk bound in Theorem 3.1.

Verification of the dimension-dependent and dimension-free settings. In Corollary 3.6,

we have discussed that when α < 1/2, achieving a small population risk requires a larger ‖µ‖2
when d is larger. On the other hand, when α > 1/2, the requirement on ‖µ‖2 to achieve small

population error is dimension-free. Here we present experimental results to verify our claim. The

results are given in Figure 3. We can see very clearly that when α = 0.2, the risk curves for different

d are different, and larger d results in worse population risk. However, when α = 0.8, all the risk

curves are almost exactly the same, which indicates that the population risk is dimension-free. This

verifies our claim in Corollary 3.6.
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(a) R(θ̂SVM) versus ‖µ‖2, α = 0.2, n = 10
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(b) R(θ̂SVM) versus ‖µ‖2, α = 0.8, n = 10

Figure 3: The population risk curve with respect to ‖µ‖2 with different values of α and dimension
d. (a) shows the result for α = 0.2, while (b) is for the case α = 0.8. The sample size n is set to 10
in both experiments.
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