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A Loss terms

This section provides additional details about the formulation of the loss terms.

Texture smoothness loss. The texture smoothness loss LT (Θ) is implemented by total variation. If
the number of pixels is K, and the derivative of the estimated texture map is Tx in x image direction
and Ty in y image direction, then the loss is defined as

LT (Θ) =
1

K

N∑
p=1

|Tx(p)|+ |Ty(p)| . (1)

Laplacian shape regularization loss. To define the Laplacian shape regularization loss LL(Θ),
we follow the notation proposed in the Soft Rasterizer method [1]. We assume that the mesh Θ
consists of a set of vertices, where each vertex vi is a 3-dimensional vector. Then, the function N(vi)
represents the neighbors of vertex vi: a set of all adjacent vertices as defined by the faces in Θ. The
loss is the sum of differences between each vertex and the center of mass of all its neighbors:

LL(Θ) =
∑
i

‖vi −
1

N(vi)

∑
j∈N(vi)

vj‖22 . (2)

Intersection over Union. We clarify the definition of the Intersection over Union (IoU), which we
use in the silhouette consistency loss in the main paper. The IoU between two masks (real-valued) or
silhouettes (binary) is defined as

IoU(M1,M2) =
‖M1 ·M2‖1

‖M1 +M2 −M1 ·M2‖1
. (3)

Losses in the ablation study. In the ablation study, we experimented with an alternative form
of the silhouette consistency loss, which is the difference image-based loss LD. It uses simple
background subtraction instead of sub-frame DeFMO [2] masks. The difference image is binarized
as D = ‖I −B‖2 > 0.1. The loss is implemented as the intersection over union (IoU) between D
and the estimated silhouettes, averaged over the exposure duration, and binarized:

LD(Θ, r,∆r, t,∆t) = 1− IoU
(
D,

∫ 1

0

RS
(
M(Θ, r + τ ·∆r, t + τ ·∆t)

)
dτ > 0

)
. (4)
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Figure 1: Correlation between the image formation loss and evaluation metrics (PSNR/SSIM).
Linear regression of the measured data shows the trend: the lower is the image formation loss, the
better are the evaluation metrics. Thus, it can be viewed as a surrogate for the evaluation metrics.

We also experimented with another loss LF , favoring the textures rendered by the proposed method
to be similar to the sub-frame appearances estimated by DeFMO. The mathematical form is similar
to the silhouette consistency loss, but instead of the masks, it directly compares the RGB values:

LF (Θ, r,∆r, t,∆t) =

∫ 1

0

‖Fτ −RF
(
M(Θ, r + τ ·∆r, t + τ ·∆t)

)
‖1 dτ . (5)

B Correlation between image formation loss and evaluation metrics

As mentioned in the main paper, we noticed that the image formation loss is directly related to the
quality of reconstruction and deblurring as measured by the official evaluation metrics PSNR and
SSIM on the FMO deblurring benchmark [2]. Fig. 1 shows all measured data over all input image
sequences in all three datasets from the FMO benchmark. The orange line demonstrates the observed
linear trend.

C Additional qualitative results

We show additional results in Fig. 2 for the TbD-3D dataset [3] and in Fig. 3 for the Falling Objects
dataset [4].
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Figure 2: Additional results on the TbD-3D [3] dataset. We compare the proposed Shape-from-
Blur (SfB) method with the previous state-of-the-art DeFMO [2], and also show the ground truth
from a high-speed camera (GT). The actual input image I is almost indistinguishable from the
image Î rendered by SfB as a mixture of the background B and the reconstructed object appearance,
temporally averaged over the image exposure time (shown above the background).
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Figure 3: Additional results on the Falling Objects [4] dataset.
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