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ABSTRACT

In this paper, we present a novel stochastic method for solving variational in-
equalities (VI) in the context of Markovian noise. By leveraging Extragradient
technique, we can productively solve VI optimization problems characterized by
Markovian dynamics. We demonstrate the efficacy of proposed method through
rigorous theoretical analysis, proving convergence under quite mild assumptions of
L-Lipschitzness, strong monotonicity of the operator and boundness of the noise
only at the optimum. In order to gain further insight into the nature of Markov
processes, we conduct the experiments to investigate the impact of the mixing time
parameter on the convergence of the algorithm.

1 INTRODUCTION

Stochastic gradient methods are crucial for solving a wide range of optimization problems, with
various applications in machine learning |(Goodfellow et al.|(2014; 2016)), including areas ranging
from traditional empirical risk minimization |Vapnik]| (1998) to modern reinforcement learning [Tomar
et al.[(2021)); Schulman et al.|(2015); [ILan| (2022). The majority of minimization problems in machine
learning have a stochastic structure, and are typically addressed through SGD-like approaches [Cotter
et al.[(2011); Vaswani et al.| (2019); Taylor and Bach|(2019); |Aybat et al.| (2019)); |Gorbunov et al.
(2019); 'Woodworth and Srebro|(2021). While such methods have been the focus of considerable
research, most of the results surrounding the analysis of these methods rely heavily on the standard
assumption of noise independence. However, this assumption become unrealistic in many practical
scenarios. For instance, in distributed optimization, dependencies arise due to the communication
delays and synchronization problems |[Lopes and Sayed| (2007); Dimakis et al.| (2010); Mao et al.
(2020). Similarly, in reinforcement learning [Bhandari et al.| (2018)); |[Srikant and Ying| (2019);
Durmus et al.| (2021)), data is generated by interacting with an environment, leading to highly-
correlated dependencies. These observations underscore the necessity for the development of novel
methodologies that can operate effectively in the presence of non-i.i.d. stochasticity.

At present, the research on stochastic methods with Markovian noise in minimization problems is
less developed in comparison to research on methods with independent noise. This inconsistency can
be attributed to several factors. Notably, methods incorporating Markovian noise often present more
intricate mathematical challenges |Duchi et al.| (2012)); Beznosikov et al.|(2023b); Even| (2023), as
the dependencies between observations complicate the proof of fundamental algorithmic properties.
In contrast, methods assuming independent noise generally have a more straightforward structure,
facilitating their theoretical analysis (see|Gorbunov et al.|(2019) and references therein). Nevertheless,
the investigation of Markovian noise in these methods is a rapidly evolving field, with a growing
body of literature addressing the challenges associated with minimizing objective functions under
such conditions Wang et al.| (2022)); Karimi et al.| (2019); Doan| (2023).

The majority of previous works utilizing Markovian stochastics have focused on the minimization
problem. However, from a practical point of view, more generalized frameworks like variational
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inequalities (VI) are also of significant interest. VIs provide a unified formulation for a broad class
of problems, encapsulating a wide range of applications from game theory to traffic flow analysis
Scutari et al.| (2010); Jofre et al.|(2007). In particular, examples include economic market modeling, in
which firms engage in competition and the objective is to identify a state of market balance; network
routing, in which optimal paths are determined in the presence of competing flows; and auction theory,
in which bidders strategies must converge to an equilibrium. Furthermore, solving saddle-point
problems, which constitute a significant subset of variational inequality challenges, is a crucial aspect
of training Generative Adversarial Networks (GANs)|Gidel et al.| (2018)); Mertikopoulos et al.| (2018));
Chavdarova et al.|(2019). These problems often involve optimizing a min-max objective function,
wherein the generator and discriminator assume adversarial roles. The theoretical foundation provided
by VI frameworks is vital for ensuring convergence and stability in such adversarial settings. This
approach can be effectively used not only in GANs training [Liang and Stokes| (2019), but also in other
applications where equilibrium conditions and competitive interactions prevail. As such, developing
robust stochastic methods for VIs Juditsky et al.[(2011); [Mishchenko et al.[(2020), especially in
the presence of dependent noise, is an active area of research. These methods aim to extend the
robustness and applicability of classical techniques to more complex and realistic settings, where
noise dependencies are inherent and unavoidable.

In light of these insights, it becomes evident that there is a pressing need to develop a more practically
applicable method. The objective of this paper is to incorporate the Markovian dynamics into
the Extragradient algorithm [Korpelevich| (1977), thereby eliminating the limitations of traditional
assumptions and expanding the scope of practical applications.

1.1 RELATED WORK

Deterministic methods for solving VIs with a Lipschitz operator made significant progress with
the advent of Extragradient method Korpelevich| (1977). This classic method involves a two-step
iterative process: first, an intermediate point is calculated using the current gradient operator, and
then the actual update is performed by using operator at the intermediate point. This additional step
is a meaningful improvement in the stability of convergence of the method, ultimately ensuring a
more reliable optimization process. By introducing this, the method achieves greater robustness and
improved performance in finding solutions. One of a more sophisticated modification of Extragradient
method is Extrapolation From The Past|Popov|(1980). This single-call method calculates the operator
only once per iteration, and the distinction lies in the definition of the intermediate point, which
employs the operator in the previous intermediate point, not in the current, leading to halving the
gradient calculations. Another significant approach is the Mirror-Prox algorithm |[Nemirovski| (2004),
which utilizes Bregman divergence to improve the optimization process. This idea adapts to the
underlying geometry of the problem by employing Bregman divergence, permitting the use of non-
Euclidean steps. By respecting the curvature of the solution space, it facilitates more efficient and
stable convergence in complex, high-dimensional settings.

There were also significant developments in stochastic methods for solving variational inequalities.
For instance, Juditsky et al.|(2011)) explored a stochastic version of the Mirror-Prox method, examining
a scenario with constrained noise variance. This work served as the foundation for subsequent
development in this field. To avoid the bounded variance assumption, |Mishchenko et al.| (2020)
proposed Revisiting Stochastic Extragradient, another stochastic modification of the Extragradient
algorithm with the same randomness. In case of less general settings, e.g. finite sum setup, the
classical variance reduction technique is applicable. This is exemplified by the implementation of
variance reduction in the context of variational inequalities, as demonstrated in the work|Alacaoglu and
Malitsky| (2022), where variance reduction modifications of both classical Extragradient Korpelevich
(1977) and Mirror-Prox [Juditsky et al.|(2011) were presented. Prior to mentioned work |Alacaoglu and
Malitsky| (2022)), efforts were also made to adapt the same technique, as evidenced by [Chavdarova
et al.[(2019); Yang et al.| (2020). Nevertheless, the majority of these results are predicated on the
assumption of independent noise |Palaniappan and Bach|(2016);|Chavdarova et al.[(2019); Beznosikov.
et al.| (2020); |Yang et al.| (2020); |Alacaoglu and Malitsky| (2022); Beznosikov et al.|(2023a); Pichugin
et al.[(2023;12024).

Markovian noise, where the next iteration becomes dependent on the previous one, models real-world
scenarios more accurately than i.i.d. noise scenario, capturing temporal dependencies and sequential
decision processes. For instance, the work Beznosikov et al.| (2023b)) provided a comprehensive
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framework for analyzing first-order gradient methods in stochastic minimization and VIs involving
Markovian noise. Their approach achieved optimal linear dependence on the mixing time of the
noise sequence in the stochastic term through a randomized batching scheme based on the multilevel
Monte Carlo method. This technique eliminated several limiting assumptions from previous research,
such as the need for a bounded domain and uniformly bounded stochastic operator. Notably, their
extension to VIs under Markovian noise represented a significant contribution, providing matching
lower bounds for oracle complexity in VI problems. In another paper Wang et al.| (2022), stochastic
gradient-based Markov chain methods (MC-SGM) were analyzed for the min-max problem. The
authors used algorithmic stability within the framework of statistical learning theory for both smooth
and nonsmooth cases. However, the results in this paper are rather sparse and a continuation of this
topic is needed.

1.2 OUR CONTRIBUTIONS

The main contributions of this paper are the following:

o Novel Stochastic Look at VI

We present a novel view on variational inequalities through the lens of Markovian stochasticity.
This approach differs from traditional methods such as stochastic Extragradient and its variations,
which typically impose restrictions on noise independence (Chavdarova et al.| (2019); Palaniappan and
Bach| (2016)); Yang et al.| (2020); Alacaoglu and Malitsky| (2022); Mishchenko et al.| (2020). Among
the works dealing with the Markovian noise, our paper is distinguishable by a mild assumption
on the noise variables bounding the operator only at the optimum. However, we necessitate the
Lipschitzness and strong monotonicity of the operator for all realizations of a random variable. On
the other hand, analogous assumptions are present in the work Mishchenko et al.| (2020), wherein the
noise is considered to be independent.

o Rates of Convergence

We provide sharp rates of convergence, being able to avoid the presence of mixing time in the
deterministic term of the rate. The stochastic term is quadratic with respect to the mixing time of the
underlying Markov chain, which is competitive with the exiting foundations in the literature.

e Experimental Analysis of Mixing Time Influence

In order to determine the actual convergence rate of the specified method and to verify the feasibility
of the theoretical assessment in practice, we provide the numerical experiments. The aim of them is
to demonstrate the effect of changes in the mixing time parameter on the convergence process.

1.3 NOTATION

We use (z,y) = Z?:l x;y; to denote standard inner product of vectors z,y € R?. We introduce
lo-norm of vector z € R¢ as ||z|| := \/(x,z). Let (M, dy) be a complete separable metric space

endowed with its Borel o-field M. For 20,..., 2! being the iterates of any algorithm, we denote
Fi: = o0(27,j < t) and write E; to denote conditional expectation E[-|F;].

2 TECHNICAL PRELIMINARIES

In this paper, we are interested in solving the optimization problem of the form

Find z* € R? such that Vz € R? — (F(z*),z — 2*) > 0, (1
where F(z) := E¢rF(z, &) is approximated by the stochastic oracle F(z, &) and {£'}72 is a
stationary Markov chain with a unique invariant distribution 7, defined on M.
The aforementioned formulation of the VI problem is a classical approach in optimization methods.

We begin by introducing two fundamental constraints on the operator F'(+, ).

Assumption 1 (L(§)-Lipschitzness). The operator F'(-,£) is L(§)-Lipschitz, i.e., there exists L(§) >
0 such that the following inequality holds for all %', 2" € R?:

17z, ) = F(", )l < L(§Iz" = 2"|.
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We also define L := sup L(§) < +oo.
EeM

Assumption 2 (u(&)-strong monotonicity). The operator F(-,&) is pu(&)-strongly monotone, i.e.,
there exists j1(€) > 0 such that the following inequality holds for all %', 2" € R%:

(F(z,6) = F(2",€),2" = 2") > w2 — 2"||>.
We also define pi := gien/\f/l (&) > 0.

The next assumption implies a uniform stochastic boundedness of gradient operator at the optimum
point.

Assumption 3. The oracle F(z,-) is bounded at the optimum z*, i.e., there exists 0. > 0 such that
the following inequality holds for all £ € M:

[1F(z% )] < 0w

To the best of our knowledge, this constraint seems to be unpopular in the majority of existing
literature. Most of the existing work assumes either uniform boundness or boundness of the moments
of distribution.

Now we introduce an important assumption related to the theory of Markov processes.

Assumption 4. {£;:}$2, is a stationary Markov chain on (M, M) with unique invariant distribution
7. Moreover, {&:}32,, is uniformly geometrically ergodic with mixing time Tp; (), i.e.

Tmiz(€) :=Inf{t > 1|¥Vmg,m < |P{& = m|&§ = mo} — 7m| < e}

This kind of assumption is standard concerning the literature on Markovian noise |(Chavdarova et al.
(2019); [Palaniappan and Bach| (2016));|Yang et al.|(2020); |Alacaoglu and Malitsky| (2022)). It is quite
obvious from definition, that the mixing time 7,,;; (¢) is simply the number of steps of the Markov
chain required for the distribution of the current state to be e-close to the stationary probability 7.

3  MAIN RESULTS

Now, we are ready to introduce our Algorthm [I] Following the idea of utilizing the intermediate
step information, we incorporate the Markovian stochasticity into the classical Extrapolated
Gradient Method Korpelevich|(1977). An extrapolation step aims at stabilizing the convergence
process, while the Markovian approach pursues to utilize the natural idea of using the previous time
iterations. The aforestated algorithm outlines the steps involved.

Algorithm 1 Extrapolated Gradient Method with Markovian noise

1: Parameters: step size v > 0, number of iterations 7'
2: Initialization: choose z° € Z

3: fort =0to 71 do

4: 23 = gt - yF (2t €Y

5: 2L = ot yF (2 £t

6: end for

In order to prove the main convergence theorem of Algorithm [T} we first establish three important
lemmas. One of them is responsible for handling the deterministic step of the proof, while the other
two aim to circumvent the difficulties introduced by the Markovian nature of stochasticity. Let us
start with the classical |Gidel et al.| (2018); Mishchenko et al.| (2020); Hsieh et al.| (2019) descent
lemma:

Lemma 1. Let Assumptions be satisfied. Then for the iterates {2z }1>0 of Algorithm it holds
that:

1 1
1270 = 27| <l = 27|17 = 2yl 272 — 27|17 = 29(F (2%, €%), 272 = 27)

1 1
7 e A
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Proof. We start by using line 5 of Algorithm [T}
* 1 *
I27 = 2|2 = [|2* —yF ("2, ") — 2*||?
= || = "7 = 29(z" — 2", (273, 6")) + |y F (=72, )|
= ||z = 2|2 = 29(attE — 2, F (M2, €Y)
1 1 1
+29(2"F2 =2 F(72,80) + Iy F (e E €))%
Note that
||7F( t+27£t)“2 ||'7F( t+23€t) (Zt,gt)”Q - ||7F(zt7£t)”2
+ 2<7F(zt+f,ﬁt),vF(zt,ﬁt»-
Using this and the fact 212 — 2t = —yF (2", £t), we have
|24 — 2P = |l* = 2" |F = 2(F (o 7,0, 2% - 27)
—2(yF (2, €1, 7F (s 2, ¢"))
+ IV F (=12, 6" = yF (1 €| = v F (€42
+2(yF(27, 8, vF( £))
= ||* = 27| — 2 {F(=17,61), 2% — 27) — [l -
1
el FACRENDEF ACH I
Next, we use Assumption T}
|24 = 277 < 2 = 2| - 2 F (R ), 21 E ) ®
1 1
+2L2| T 22 et R
Applying Assumption[2]to the second term, we get
<F(zt+%’§t),zt+% — ) = <F(zt+%7£t) _ F(Z*7€t)7zt+% — %)
+ (F(z*, &Y, P z*)
> plltE = 2P (F (", €1, 21 E - 2)
Substituting this into (Z)) completes the proof. O

One of the effective methods for addressing Markovian stochasticity is the technique of stepping back

by T > Tmix(€) steps. In contrast to the i.i.d. case, in which the term of the form E(F(z*, £1), z'*2 —
z*) equals to zero, we here need to handle it in the following way:

(F(z",6), 27 —2%) = (F(z5, €1, 272 =2 T) (P, ¢, 27T —27), )

taking what is referred to as the step back. The first term in (3)) is treated with the help of Cauchy-
Schwarz inequality and the second lemma.

Lemma 2. Let T € N be a fixed number and let {z; } >0 be the iterates of Algorithm Then, for all
t > T it holds that

-
e EDD IR 72 Eat i
k=0

Proof. We start with the triangle inequality:

2% = 2T < R = - 2 = [ - )

Gt ¢

Using lines 4 and 5 of Algorithm[I] we obtain:

1 1_ 1 1 — _ _

122 — 22T < 22 =2 | F(P 2, e - F( e
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s el
e et C i B G i |

where in the last inequality follows from Assumption[I} The same steps can now be applied to the
|2t=2 — 2t+2~T|| term. Finally, after performing the recursion, we obtain

T-1
[ R P P B O N 0 2] Pa Rt
k=1
FAL)ET T

This concludes the proof. O

The second term in (3) is resolved with the following lemma.

Lemma 3. Foranye > 0, T > Tpmiz(e), t > T, for any 23T € RY such that if we fix all
randomness up to step t + % — T, 2tt =T becomes non-random, it holds that

E [(F(z*,ft), P z”%ﬂ} < co,E [Hz* - zt+%77—||} :

Proof. We begin by using tower property:
E[(F(=",6"), 2" = 2*37T)| =E[(F(s",") = F(a®), " — 24477
* * * 1_
=E |:<Et+%_7* [F(Z’ ,gt) — F(LI,‘ )] L2 — Zt"rz 7—>:| ,

where E, 1T [-] is the conditional expectation with fixed randomness of all steps up to ¢ + % - T.
Let us enroll the inner expectation:

Euyy (PG 60,5047

B E< 2 (P(gt =€z - 7T5)117(2*75)72* - Zt—%—7>

£emM

<E| > (P(Et = ¢lot+57T) - ﬂg)F(z*,g)H = 23T
cem

<E | [Pt =€z T) —me||F(2", 9l — 22T |
£eM

where in @ we used Cauchy-Schwarz inequality (8). Now, using Assumption 4} which gives us
IP(¢t = ¢]2+2~T) — 1| < eme, and Assumption 3} we obtain:

E|S emelFG5 0l =25 T||| <E| Y emeonlls” — 247377
£em EEM

—E [co a7 = 37T,

This finishes the proof. O

Now we are ready to prove the convergence of Algorithm[I} The proof scheme is to utilize Lemmas|T]
and 2] and Cauchy-Schwarz inequalities, proceed by taking the full mathematical expectation on both
sides of the resulting expressions and, with the aid of Lemma [3] sum these expectations from some
index T > Ty, (€) up to iteration T' — 1. Through these steps and by imposing specific conditions on
the parameters y and €, we derive the final convergence result.
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Theorem 1 (Convergence of Algorithm([I). Ler Assumptions|} 2] 3| H|be satisfied. Let the problem (1)
be solved by Algorithm Then, foralle > 0, v > 0, T > Tyiz(€) such that v < min{5-, ﬁ}, e <

min{ %, v}, it holds that

T
E||ZT+1 — z*||2 S <1 — lgy) [(1 — %) IEHZT o Z*”Z + AT

2
56T 2

+

* 9

T—1
where A, :=6 Y E[||zt+% P 4 ||t — z*uﬂ.
t=0

Proof. We start by using Lemma [T}
1 1
257 = 2512 < 2t = 27|17 = 29pl2"F2 — 272 — 29(F (2%, €), 2'F2 — 27)
S CE A R EUEan]

Take a look at the second term. We use the stepping back technique:

1

(F(27,6), 2% = 2%) = (F(2,€"), 217377 = 2%) + (F(", ), 277 = 21T T),

where 7 is an arbitrary number such that 7 > 7,,;,(¢) with € to be specified later. Using the last
bound, one can obtain:

|24 =27 P <l = 2P = 29l = 2P - 2P (7, €9, 2T — 1)
— 27<F(2*’§t)72t+§ _ Zt+§—r> _ ||Zt+% _ thz
+72L2||zt+% ek
= ||* = 2" = 2yull="tE = 2P 4 2(F (2", €1), 2T 4 27)
+ 29(F (27, €1), =23 4 2T — 24 1)
LA =R
Now we use Cauchy-Schwarz inequality (8):
241 = 272 < 2 = | = 2yullatHE = | - (P, €0, 2T - )
+2y|[F (€[l = 22T 4 PR P et
Applying Lemma[2]and Assumption 3] we get:

|2 = 2P < Iz = 2P = 2l = 2P = 2 (P (=", €), 2T - )
]
+ 270, Y (LA ALl R = T PR E 2 R
k=0

Using Cauchy-Schwarz inequality (7) with 3 = 31 to be specified later, one can obtain:
|2 = 2712 <12t = 277 = 2R = 2P = 2y (F (", €0), 2T - )
T 2
TR R RN M Bl
LA E P 2 R
We now take the full mathematical expectation from both sides of the last inequality:

[zt — 2*|2 S E|l2t — 2*||2 — 2ypE |23 — 2*|2 — E||2tTE — 2|2

T 2
stk = s

+ o2+ A1+ WL)ZﬂlE[Z
B pars
1

+ P LPE[2FE = 2|2 — 29 E(F (27, €1), 21T - 27),
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Using the convexity of the squared norm, we get:

|28+ — 2% < E||2' — 2*||? — 2yuE| 243 — 2*||2 — |24 — 2|2

+ L0 2 (L AL BT Y B2tk k2
A P
1

+ LR — 22— 2y E(F (2", €Y, 2T = 2),
Applying Lemma 3]to the last inequality leads to:

E[2+! — 2*|* S El|2 — 2| — 2yuEl|2"T2 — 27| + 2ye0, B[22 — 27|

570* +y(L+AL)? By Y Bl TE R k|2
1 k=0

+2L2E[|2E — 22— EfletE - 22
Using Cauchy-Schwarz inequality (7) with 5 = 1, we obtain:
El|z'* — 2%||2 S E||2* — 2*||? — 2yuE||2TF — 2*|? +st||zt+%*f — 22
Y
(5
+ ('y2L2 — 1)EH2H§ — zt||2.

+7¢e)a. +y(1+7L)? 1TZ1E||zt+rk Pk

Fort > 0, let p; = p* and p = (1 — py/2) . Here we multiply the above expression by p; and sum
for 7 <t < T, hoping for cancellations:

T-1 T-1 T—1

1
Do pEI =P <Y O pElE =2 - 29 ) Bl E -
t=1 t=7 t=7

+( +75 ZPt‘F’YEZPtE||Zt+2_T 2|

T—1
1
+ (VL2 1) Y piE["tE — |2
t=T1
T—1 T
1 .
+ YA+ AL B > pe Y B[R R 2,
t=1 k=0

Using the fact that (1 — a/z)™% < 2e¢® < 2eforany x > 2 and 0 < a < 1, we can estimate
= (1—py1/(27))"" < 2e < 6, where 41 = y7,y < (7). Then, we can rearrange the sums:

T—1 7
ZptZEnzt*z S <7 S S Bl g k- 2
t=71 t=7 k=0
T-1
1
<6r Y pE|tE - 2R,
t=0
Now we can estimate:
T-1 T-1 T—1
* * 1 *
S OnE[Z =27 <Y peEllet = 2|7 =290 ) B[t - 2|
t=1 t=1 t=1
+( +76 Zptﬂszptlanz% R “
T—1
1
(L= 1) 3 pEE
t=1
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T-1
+69(1+7L)28172 Y piEll2tHE — 22,
=0
Assume the following notation:
27—1 T—1
Ari=ae Y pE[2TETT = 22+ 69(1+9L)28r2 Y piEll2 T E — 2
t=71 t=0
Then, rearranging @) one can obtain
T-1 T-1 T-1
Y OpET =2 < Y Bl — 2P =29 Y B[ - 2
t=1 t=1 t=T1
+ ( +’Y€ +2 Zpt +7e Z P22 — 2|2

t=21

(L - Zp Eflst4 — 212

T—1
+6y(1 +~L)?By 72 Z pE[z72 — 2 + AL
t=1
It follows from Cauchy-Schwarz inequality (7) with 5 = 1, that:
R R REE

—ypllz A (R

Combining this with the fact that

T-1 T-1
ve > pE[TETT — 22 < 6ye Y B[R - 27,
t=21 t=T1
we get:
T-1 T-1
> Bl =2 < (1= B Y pEllt - )P
t=r1 t=r1
1(6e - ZptEuzt*z I+ (5 ) S o eas
t=1
T—1
1
+(67(1+ L) A1r> + VL% + py — 1) Y piBl2"F 7 — )2,
t=T1
Taking
1 ey 1
v < mln{ oL I —} e < 11111&{677}7 B = T2
we obtain:

v(6e — p) <0,
6v(1 +~yL)* B + L2+ puy —1<0.
Therefore, we can claim that:

T—1 T—1 T-1
Z pE|2T — 242 < ; [1 - 72/1} |2t — 2 || + 28~%72 meﬁ + A,

t=1 t=1

. . —t
Finally, we substitute p; := (1 — %) :

T—-1 i T-1 o —t+1
1— | Elt -2 < [1] E|ztTt — 2*|?
> Lk Si-% E ||
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—t
+ 284272 Z [1 - ] + A

Upon removing the contracting terms, the following remains:

T—1 T
E|:T — 2*| < {1 - 72’“‘} E|lz7 — 2*| + {1 - W‘} A,

T T—t
+ 28921202 3 {1 - 72“} .

t=7

Next, we use that:

23 -2 b1 -5

and bound A,:
r—1
Ar <63 B[l - 22 4 | - 22,
t=0
leading us to:
T 2
E||.T+! - 2|2 < (1 - ’”) [(1 - ﬂ) Elle” — 2|2 + A, | + 2907 52

-

2 2

This finishes the proof. O

Corollary 1 (Step tuning for Theorem(I). Under the conditions of Theorem([l} choosing v as

min 1 1 2 log(maX{Q, m})
= oL 4’ T

in order to achieve the e-approximate solution in terms of E|| 2T — 2*||? < €2 it takes

B L 1 2 2
T= (’)< (T + ) log — + T;’“) oracle calls. @)
1 € u2e

4 DISCUSSION.

In spite of the fact that the Markov noise setup in the context of a classical optimization problem has a
quite wide representation in the literature, there is considerably less work for the VI case. To the best
of our knowledge, there are only three existing works on the topic of VI with Markovian stochasticity.
Two of them, Wang et al.|(2022) and |Solodkin et al.[(2024), consider only monotone setting, obtaining

results of the form T = O (L‘f + Tig‘L) and T = O (LD TD;(TZ

€

) respectively. The third work
TO'2

u2e ) )
This result is nearly identical to that of Corollary [I| with the exception of the mixing time entry.
However, the authors of Beznosikov et al.[(2023b)) utilize the batching technique with batches of size
@(7) resulting in a significant increase in gradient evaluations. Moreover, this bound is contingent

upon the assumption of uniformly bounded gradient differences, while our analysis is considerably
less demanding with the necessity in only bound at the optimal point.

Beznosikov et al.[(2023b) provides the following convergence guarantees: 7' = O (7

5 NUMERICAL EXPERIMENTS

In this section, we present numerical experiments that are designed to investigate the effect of mixing
time on the convergence rate.

10
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5.1 PROBLEM FORMULATION

Let \, v be positive real numbers. Let b, ¢ € R? be vectors with randomly generated from [—1, 1]
real components. Finally, define P € R9*¢ as a matrix of randomly generated real values such that
spec(P) C [0.1,10].

Introducing this notation, we consider the following formulation of the problem (T)):

A v
. T T T 2 2
=x' Py+bz+ + = - = . 6
;IEHRE}I ;Ié% [f(x,y) - Py rTTrcy 5 ll]13 5 ||y||2} (6)

For this problem, the operator has the following form:

—( Vaf(z,y) \ _ ( Py+b+iz
F(z) = (—Vyf(xm,y)) o <PT9: —c— Vy>
5.2 SETUP

In the numerical experiments, we consider the problem described above on the different ergodic
Markov chains. In order to compare the outcomes properly, we let all the Markov chains have the
similar structure:

1 —p

p(4) Ok

1 —0»p

Here p is a unique parameter of the Markov chain, arrows denote the transitions, and A and B
represent the states. Each state implies a unique current distribution that generates the noise. In
our experiments, we assume that both of the states have a normal distribution, in particular, state
A generates a value from the distribution A'(0.1, 02), state B generates a value from A/(—0.1,02),
where o is a varying parameter for deeper study. The generated noise £ is considered to be additive:

[F(z,8)]; = [F(2)]; + &-
5.3 RESULTS

We first performed the experiments with o = 0.001 (Figure[Ta), o = 0.01 (Figure[Ib), o = 0.1
(Figure[Ic) and o = 0 (Figure[Id) as the standard deviations of normal distributions described in the
setup.

As illustrated in Figure[I] the oscillation amplitude of the method is dependent on the mixing time.
Furthermore, stochasticity does not impact this dependence, as evidenced by the consistent character
of convergence observed in experiments with varying standard deviations. At this juncture, it seems
appropriate to examine the nature of this dependence in greater detail.

Now, we fix the values of standard deviation ¢ = 0.1 and expectation p = 0.1 for the noise variables.
In order to most accurately assess the impact of the mixing time parameter on the convergence region,
1

we ran Algorithm |I{ K = 14 times for each value of p with identical hyperparameters v = 57.

Subsequently, the sample variance was calculated for each solution, i.e. denoting the results of j-th

. K T _ 2 T
run by the {z] }7_, we calculate = > {71, > (zf ffj) ] ,wherez/ = £ 3 z]. Asaconsequence,
j=1 L i=1 =1
we were able to establish a reliable correlation between the convergence region and the mixing time,
which serves to substantiate the conclusions reached in the theoretical analysis. However, the results
of Figure 2] indicate that the nature of this dependence is tend to be linear, whereas the theoretical
estimation (3) implies the quadratic correlation. This raises a slight research gap, namely whether
it is feasible to design a more intricate proof that would yield a more precise assessment of the
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Figure 1: Comparison of Algorithmwith varying mixing time parameter for the different values of the variance
ag.

dependence on mixing time. Alternatively, it may be possible to modify the experimental procedure
in order to more clearly observe the effect of mixing time parameter. In any case, this seems to us as
the perfect topic for future research.

Dependence of Convergence Variance on Mixing Time parameter

—— Avg. Sample Variance
500 Confidence Interval
400
()
o
c
.©
§ 300
[
=3
€200
©
(%2}
100
0
0 500 1000 1500 2000 2500
Mixing Time

Figure 2: Comparison of convergence regions of Algoritmfor different values of mixing time. For the sake of
clarity, the values are normalized on the variance for 7 = 1.
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Supplementary Material

A AUXILIARY FACTS

Lemma 4 (Cauchy-Schwarz inequality). For any a,b € R and 3 > 0 the following inequalities
hold

la]*

B

[{a, b)] < [lal[[[b]]- ®)

2(a,b) < + B|Ib|I?, @)
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