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Abstract

Fairness in machine learning has attracted increasing attention in recent years.
The fairness methods improving algorithmic fairness for in-distribution data may
not perform well under distribution shifts. In this paper, we first theoretically
demonstrate the inherent connection between distribution shift, data perturbation,
and model weight perturbation. Subsequently, we analyze the sufficient condi-
tions to guarantee fairness (i.e., low demographic parity) for the target dataset,
including fairness for the source dataset, and low prediction difference between
the source and target datasets for each sensitive attribute group. Motivated by
these sufficient conditions, we propose robust fairness regularization (RFR) by
considering the worst case within the model weight perturbation ball for each
sensitive attribute group. We evaluate the effectiveness of our proposed RFR
algorithm on synthetic and real distribution shifts across various datasets. Exper-
imental results demonstrate that RFR achieves better fairness-accuracy trade-off
performance compared with several baselines. The source code is available at
https://github.com/zhimengj0326/RFR_NeurIPS23.

1 Introduction

Previous research [1H4] has shown that a classifier trained on a specific source distribution will
perform worse when testing on a different target distribution, due to distribution shift. Recently,
many studies have focused on investigating the impact of distribution shift on machine learning
models, where fairness performance degradation is even more significant than that of prediction
performance [3]]. The sensitivity of fairness over distribution shift challenges machine learning
models in high stake applications, such as criminal justice [6], healthcare [7], and job marketing [8].
Thus the transferability of the fairness performance under distribution shift is a crucial consideration
for real-world applications.

To achieve the fairness of the model (already achieved fairness on the source dataset ) on the target
dataset, we first reveal that distribution shift is equivalent to model weight perturbation, and then seek
to achieve fairness under distribution shift via model weight perturbation. Specifically, i) we reveal
the inherent connection between distribution shift, data perturbation, and model weight perturbation.
We theoretically demonstrate that any distribution shift can be equivalent to data perturbation and
model weight perturbation in terms of loss value. In other words, the effect of distribution shift on
model training can be attributed to data or model perturbation. ii) Given the established connection
between the distribution shift and model weight perturbation, we next tackle fairness under the
distribution shift problem. We first investigate demographic parity relation between source and target
datasets. Achieving fair prediction (e.g., low demographic parity) in the source dataset is insufficient
for fair prediction in the target dataset. More importantly, the average prediction difference between
source and target datasets with the same sensitive attribute also matters for achieving fairness in target
datasets.

*Equal contribution.
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Figure 1: The overview of distribution shift understanding. The left part demonstrates distribution
shift can be transformed as data perturbation, while the right part shows that data perturbation and
model weight perturbation are equivalent.

Motivated by the established equivalence connection, we propose robust fairness regularization
(RFR) to enforce average prediction robustness over model weight. In this way, the well-trained
model can tackle the distribution shift problem in terms of demographic parity. Considering the
expensive computation for the inner maximization problem in RFR, we accelerate RFR by obtaining
the approximate closed-form model weight perturbation using first-order Taylor expansion. In turn,
an efficient RFR algorithm, trading the inner maximization problem into two forward and backward
propagations for each model update, is proposed to achieve robust fairness under distribution shift.
Our contributions are highlighted as follows:

* We theoretically reveal the inherent connection between distribution shift, data perturbation, and
model weight perturbation. In other words, distribution shift and model perturbation are equivalent
in terms of loss value for any model architecture and loss function.

» We first analyze the sufficient conditions to guarantee fairness transferability under distribution shift.
Based on the established connection, we propose RFR explicitly pursuing sufficient conditions for
robust fairness by considering the worst case of model perturbation.

* We evaluate the effectiveness of RFR on various real-world datasets with synthetic and real
distribution shifts. Experiments results demonstrate that RFR can mostly achieve better fairness-
accuracy tradeoff with both synthetic and real distribution shifts.

2 Understanding Distribution Shift

In this section, we first provide the notations used in this paper. And then, we theoretically understand
the relations between distribution shift, data perturbation, and model weight perturbation, as shown
in Figure[T]

2.1 Notations

We consider source dataset Ds and target dataset D, defined as a probability distribution Ps and
Pr for samples S € S and T' € T, respectively. Each sample defines values for three random
variables: features X with arbitrary domain X, binary sensitive attribute A € A = {0, 1}, and label
Y arbitrary domain ), i.e.,§ =7 = X x A x ). We denote § as data perturbation on source domain
S, where 0 x (X)) and 0y (V') data perturbation of features and labels. Using P(-) to denote the space
of probability distributions over some domain, we denote the space of distributions over examples as
P(S). Weuse || - || as L, norm. Let fy(x) be the output of the neural networks parameterized with 0
to approximate the true label . We define I(fp(x),y) as the loss function for neural network training,
and the optimal model parameters §* training on source data S is given by §* = arg ngn Rs, where

Rs = Ex,y)~ps[l(fo(X),Y)]. Since the target distribution 7P~ maybe be different with source
distribution Pgs, the well-trained model fy- (-) trained on soure dataset S typically does not perform
well in target dataset 7 .



2.2 Distribution Shift is Data Perturbation

Deep neural networks are immensely challenged by data quality or dynamic environments [9, [10].
The well-trained deep neural network model may not perform well if existing feature/label noise
in training data or distribution shifts among training and target environments. In this subsection,
we reveal the inherent equivalence between distribution shift and data perturbation for any neural
networks fy(-), source distribution Ps, and target distribution P7 using optimal transport. We first
provide the formal definition of optimal transport as follows:

Definition 1 (Optimal Transport [11]). Considering two distributions with probability distribution
Ps and Py, and cost function moving from s to t as c(s,t), optimal transport between probability
distribution Ps and Pr is given by

v*(s,t) =arg  inf // c(s, t)v(s,t)dsdt, (N

v€l(Ps,Pr)

where the distribution set T'( Ps, Pr) is the collection of all possible transportation plans and given
by T'(Ps, Pr) = {’y(s, t) > 0, [~(s,t)dt = Ps(s), [~(s,t)ds = PT(t)}. In other words, the
distribution set consists of all possible joint distributions with margin distribution Ps and Pr.

Based on the definition of optimal transport, we demonstrate that distribution shift is equivalent to
data perturbation in the following theorem:

Theorem 2.1. For any two different distributions with probability distribution Ps and Pr, adding
data perturbation o E]on source data S can make perturbated source data and target data with the
same distribution, where the distribution of data perturbation ¢ is given by

P(5):/7*(5,5+5)ds. 2)
S

Additionally, for any positive p > 0, data perturbation & with minimal power E[||5]|P] is given by
Eq. if optimal transport plan v* (-, -) is calculated based on Eq. with cost function c(s,t) =
[Is — t][}.

Proof sketch. Given two different distributions, there are many possible perturbations to move
one distribution to another. Optimal transport can select the optimal feasible perturbations or
transportation plan in terms of specific objectives (e.g., perturbations power). Given the optimal
transportation plan, we can derive the distribution of perturbations based on basic probability theory.

Theorem [2.T]demonstrates the equivalence between distribution shift and data perturbation, where
data perturbation distribution is dependent on optimal transport between source and target distribution.
The intuition is that such distribution shift can be achieved via optimal transportation (i.e., data
perturbation). Based on Theorem[2.1] we have the following Corollary [2.2)on the equivalent of neural
network behavior for source and target data:

Corollary 2.2. Given source and target datasets with probability distribution Ps and P, there
exists data perturbation § so that the training loss of any neural network fy(-) for target distribution
equals that for source distribution with data perturbation 9, i.e.,

Ex,yy~pr [1(fo(X), Y)] = Es o (x).6y V) Ex,v)~ps [ (fo(X 4+ 0x (X)), Y + oy (Y))]. (3)

In other words, for the model trained with loss minimization on source data, the deteriorated
performance on the target dataset stems from the perturbation of features and labels. The proof sketch
is based on Theorem [2.1] since adding a perturbation on the source dataset can be consistent with
the target dataset distribution. Therefore, the conclusion can hold for any loss function that is only
dependent on the dataset.

2.3 Data Perturbation Equals Model Weight Perturbation

Although we understand that the distribution shift can be attributed to the data perturbation of features
and labels in source data, it is still unclear how to tackle the distribution shift issue. A natural solution

2Data perturbation ¢ includes the perturbation for features & x (X') and labels 8y (Y').



is to adopt adversarial training to force the well-trained model to be robust over data perturbation.
However, it is complicated to generate data perturbation on features and labels simultaneously,
and many well-developed adversarial training methods are mainly designed for adversarial feature
perturbation. Fortunately, we show that model weight perturbation is equivalent to data perturbation
by Theorem [2.3]

Theorem 2.3. Considering the source dataset with distribution Ps, suppose the source dataset is
perturbed with data perturbation ¢, and the neural network is given by fq(-), for general case, there
exists model weight perturbation A0 so that the training loss on perturbed source dataset is the same
with that for model weight perturbation A0 on source distribution:

Esy (x).6y (V) Ex,y)~ps [[(fo(X +0x (X)), Y + 0y (Y))] = Ex,v)~ps [ (fo+a0(X), Y)]. (4

Proof sketch. The loss under data perturbation and weight perturbation can be analyzed using
first-order Tayler expansion. The critical step is to find the condition of the equivalence for the first
order term of data perturbation and weight perturbation. Fortunately, the existence of such conditions
can be easily proved using linear algebra.

Theorem demonstrates that the training loss on perturbed data distribution (but fixed model
weight) equals the training loss on perturbed model weight (but original data distribution). In other
words, the training loss fluctuation from data perturbation can equal model weight perturbation.
Furthermore, we conclude that chasing a robust model over data perturbation can be achieved via
model weight perturbation, i.e., finding a “flattened" local minimum in terms of the target objective is
sufficient for robustness.

3 Methodology

In this section, we first analyze the sufficient condition to achieve robust fairness over distribution
shift in terms of demographic parity. Based on the analysis, we propose a simple yet effective robust
fairness regularization via explicit adopting group model weight perturbation. Note that the proposed
robust fairness regularization involves a computation-expensive maximization problem, we further
accelerate model training via first-order Taylor expansion.

3.1 Robust Fairness Analysis

We consider binary sensitive attribute A € {0, 1} and demographic parity as fairness metric, i.e.,
the average prediction gap of model fy(-) for different sensitive attribute groups in target dataset
ADPyr = |Er,[fo(x)] — E7;[fo(x)]], where Ty and 77 represent the target datasets for sensitive
attribute A = 0 and A = 1, respectively. However, only source dataset S is available for neural
network training. In other words, even though demographic parity on source dataset ADPs =
[Es, [fo(x)]—Es, [fo(x)]] is low, demographic parity on target dataset A D Py may not be guaranteed
to be low due to distribution shift.

To investigate robust fairness over distribution shift, we try to reveal the connection between demo-
graphic parity for source and target datasets. We bound the demographic parity difference for source
and target datasets as follows:

Py € DPs + [ fo60] - Er (0]l - [Es, fo()] ~ s, o)l

S DPs 4 [Bs [fo()] — Enlfo ()]l + [Bs, [fo)] — Enlfoa)ll, )

where inequality (a) and (b) hold due to a—b < |a—b| and |ja—b|—|a'—V'|| < |a—d'[+|b—V/|,
respectively, for any a, a’, b, b’. In other words, in order to minimize demographic parity for target
dataset D Py, the objective of D Ps minimization is insufficient. The minimization of prediction
difference for source and target datasets given sensitive attribute groups A = 0 and A = 1, defined as
Ag = |[Es, [fo(x)] —E7 [fo(x)]| and Ay = |Es, [fo(x)] — E7; [fo(x)]]. are also beneficial to achieve
robust fairness over distribution shift in terms of demographic parity.

The bound in Eq. () is tight when both condition (a) DPs < D Py and (b) maximum and minimum
of value set min { Es, [fo(x)], E7; [fo(x)]}, min {Es, [fo(x)], E7; [fo(x)]} both are from source or
target distribution. Even though conditions (a) and (b) may not hold for the neural network model, we



would like to that our goal is not to obtain a tight bound for demographic parity on target distribution.
Instead, we aim to find sufficient conditions to guarantee low demographic parity and such low
demographic parity can be achieved in model training without any target distribution information.
The proposed upper bound Eq. (3)) actually reveals sufficient conditions, which can be achieved by
our proposed RFR algorithm.

3.2 Robust Fairness Regularization

Motivated by Section [3.1] and distribution shift understanding in Section [2] we develop a robust
fairness regularization to achieve robust fairness over distribution shift. Section |3.1|demonstrates
that fair prediction on the target dataset requires fair prediction on the source dataset and low
prediction difference between the source and target dataset for each sensitive attribute, i.e., low
Ao = |Es, [fo(x)] —E7y[fo(x)]| and Ay = |Es, [fo(x)] — E7; [fo(x)]|- Based on Theorem[2.3] there
exists €q so that the following equality holds:

Ay = |E50 [f9 (X)] —EeEs, [f9+60 (X)] | (6)

Note that the distribution shift is unknown, we consider the worst case for model weight perturbation
€op within L,,-norm perturbation ball with radius p as follows:

Bo = [Bsy [fo(x)] = Beo By [foreo ()] < max By [foreo(x)] = Eso[fo (]l ©)
eollp<
where || - ||, represents L, norm, p and p are hyperparameters. Note that the feasible region of

model weight perturbation € is symmetric, and the neural network prediction is locally linear around
parameter 6, we have Es, [fo+¢, (X)] — Es, [fo(x)] = — (ESO [fo—eo (x)] — Es, [fo (x)}) due to the

local linearity.In other words, the absolute operation can be removed if we consider the maximation
problem in a symmetric feasible region since there are always non-negative value for the pair
perturbation €y and —eg. Therefore, we can further bound A as

Ao < max |Es,[fore, ()] — Es,[fo(x)]|

lleollp<p

s B [fore, (9]~ Es, [fo(3)] £ Lren.s, ®)

Similarly, we can bound the prediction difference for source and target distribution with sensitive
group A = 1 as follows:

Av< max Es[fore (9]~ Es,[fo(x)) = Lrrns,. ©)

Therefore, demographic parity for source and target distribution relation is given by D Py < DPs +
LrFR,S, + LRFR,s,, We propose robust fairness regualarization (RFR) to achieve robust fairness as

Lrrr = LrFR,S, + LRFR,S, - (10)

It is worth noting that our proposed RFR is agnostic to the training loss function and model architec-
tures. Additionally, we follow [[12] to accelerate model training using sharpness-aware minimization
via trading maximization problem can be simplified as two forward and two backward propagations.
More details on training acceleration are in Appendix [E|

3.3 The Proposed Method

In this subsection, we introduce how to use the proposed RFR to achieve robust fairness, i.e., the fair
model (low A D Ps) trained on the source dataset will also be fair on the target dataset (low AD Py).
Considering binary sensitive attribute A € {0, 1} and binary classification problem Y € {0, 1}, the
classification loss is denoted as

Lopr =Es[=Y fo(X) = (1 = Y)(1 = fo(X))]. (1n
To achieve fairness, we consider demographic parity as fairness regularization, i.e.,
‘CDP = ‘Eso[fa(x)} _]E51 [f@(x)”v (12)



Table 1: Performance Comparison with Baselines on Synthetic Dataset. («, 3) control distribution
shift intensity, and (0, 1) represents no distribution shift. The best/second-best results are highlighted
in boldface/underlined, respectively.

(v 8) Methods Adult ACS-I ACS-E
? ) Acc() T App ()] Apo ()1 Acc()T  App W1 ABpo )] Acc()T  App (WL Apo )1
MLP 82.09£0.05 15.11£0.04 14.33£0.05 | 77.95£0.52 3.51£0.59 3.77£0.55 | 80.95£0.10 1.10£0.06 1.43£0.06
REG 80.60+0.05 3.79+0.06 3.27£0.08 | 77.77£0.09  2.284+0.32  2.59+0.23 | 80.44+0.07 0.86+0.09  1.05+0.10
(1.0,2.0) ADV 78.801+0.68 0.83£0.26 0.7940.14 | 75.7240.63  1.96+£0.38  2.00+0.35 | 79.39+0.15 T1.09£0.26  0.95+0.26
FCR 79.0610.09 9.981£0.06 9.47£0.07 | 76.99+0.47 2.94£0.34 2.95£0.28 | 79.74+0.11 0.97+0.21 1.00£0.22
RFR 78.8410.09 0.44F10.05 0.12F0.06 | 74.15+0.81 1.84F0.27 1.60%0.33 | 80.08+0.08 0.71£0.10 0.06+0.11
MLP 82.05+0.05 15.16+0.09  14.33+£0.09 | 77.85+£0.25  3.73+0.53  3.70£0.56 | 80.42+0.10  1.14+0.07  1.1040.07
REG 80.6410.08 3.74£0.11 3.23+0.10 | 77.874+0.18  2.25+£0.28  2.374+0.27 | 80.21+0.13 0.72+0.04  0.75+0.03
(1.5,3.0) ADV 78.71+0.41 1.074+0.87 0.87£0.96 | 75.79£0.68 2.2240.53 2441048 | 79.58+0.13 1.074+0.19 1.26+0.18
FCR 79.05+0.12  10.01£0.07 9.51F£0.06 | 77.06+0.68 3.39£0.33 3.10£0.36 | 79.59+0.26 1.1740.24 1.0840.23
RFR 78.91+0.03 0.46£0.10 0.16£0.09 | 74.19+£0.58 1.82+0.29 2.17£0.32 | 80.47£0.03 0.72+0.04 0.71£0.05
MLP 82.07+0.05 15.23+0.14  14.45+0.15 | 77.89+0.45 3.35+0.36 3.47+0.41 | 80.30£0.04 1.17+0.04 1.1340.04
REG 80.62+0.07 3.7240.05 3.214£0.04 | 78.19£0.12 1.60+0.48 1.84+0.44 | 80.36+0.09 0.70+0.09  0.68+0.11
(3.0,6.0) ADV 78.97+0.49 1.28+0.74 1.09+0.50 | 75.714+0.68  2.28+0.39  2.24+0.41 | 79.66+0.16  1.34+0.14 T.16£0.13
FCR 79.03+0.13  10.0040.05 9.50£0.05 | 76.71£0.39  2.974+0.34  3.28+0.31 | 79.89+0.22  1.06+0.14  1.14+0.18
RFR 80.15+0.07 1.75£0.15 1.30£0.14 | 74.2240.56  1.80£0.26 1.89£0.24 | 80.284+0.12  0.74+0.04 0.51+0.04
ACS-1 ACS-E
—_ —— Reg
oy Adv
(=} JI——
N —— FCR
o
= —— RFR
N—
76 77 78 79 80 81 82 : 55 60 65 70 75
Acc Acc
—~ 351 —— Reg
— 3.0 Ad
O 25 v
w %201 —— FCR
= 15 —— RFR
~ 1.0
0.5
76 77 78 79 80 81 82 0.0 50 55 60 65 70 75 55 60 65 70 75 80

Acc Acc Acc
Figure 2: The fairness (DP) and prediction (Acc) trade-off performance on three datasets with

different synthetic distribution shifts. The units for x- and y-axis are percentages (%).

Additionally, we also adopt L g as robust fairness regularization. The overall objective is given as
follows:

(13)

where A is a hyperparameter to balance the model performance and fairness. L¢pr is the loss
function for the downstream task, £pp is to ensure the demographic parity on the source dataset,
and Lrrr is to ensure the transferability of fairness from the source dataset to the target dataset.

Lot =Lcrr+ A (Lpp + Lrrr),

In the proposed RFR algorithm, we directly apply approximation to accelerate model training. Note
that the optimal model weight perturbation is dependent on the current model weight 6, two forward
and backward propagations are required to calculate the final gradient.

4 Experiments

In this section, we conduct experiments to evaluate the effectiveness of our proposed RFR, aiming to
answer the three research questions. Q1: How effective is RFR to achieve fairness under distribution
shift for synthetic distribution shift? Q2: How effective is RFR for real spatial and temporal
distribution shift? Q3: How sensitive is RFR to the key hyperparameter A?

4.1 Experimental Setting

In this subsection, we present the experimental setting, including datasets, evaluation metrics, baseline
methods, distribution shift generation, and implementation details.

Datasets. We adopt the following datasets in our experiments. UCI Adult [13] dataset contains
information about 45, 222 individuals with 15 attributes from the 1994 US Census. We consider



gender as the sensitive attribute and the task is to predict whether the income of the person is higher
than $50k or not. ACS-Income [14] is extracted from the American Community Survey (ACS)
Public Use Microdata Sample (PUMS) with 3,236, 107 samples. We choose gender as the sensitive
attribute. Similar to the task in UCI Adult, the task is to predict whether the individual income is
above $50k. ACS-Employment [14]] also derives from ACS PUMS, and we also use gender as the
sensitive attribute. The task is to predict whether an individual is employed.

Evaluation Metrics. We use accuracy to evaluate the prediction performance for the downstream
task. For fairness metrics, we adopt two common-used quantitative group fairness metrics to measure

the prediction bias [13}16], i.e., demographic parity App = |P(Y = 1|A = 0) —P(Y = 1|4 = 1)
and equal opportunity Ago = |[P(Y = 1|A =0,Y = 1) = P(Y = 1|A = 1,Y = 1)|, where
A represents sensitive attribute, Y and Y represent the ground-truth label and predicted label,
respectively.

Baselines. In our experiments, we consider vanilla multi-layer perceptron (MLP) and two widely
adopted in-processing debiasing methods, including fairness regularization (REG), adversarial debi-
asing (ADV), and fair consistency regularization (FCR). MLP directly uses vanilla 3-layer MLP with
50 hidden unit and ReLU activation function [[17] to minimize cross-entropy loss with source dataset.
In the experiments, we adopt the same model architecture for all other methods (i.e., REG and ADV).
REG adds a fairness-related metric as a regularization term in the objective function to mitigate
the prediction bias [18,[19]. Specifically, we directly adopt demographic parity as a regularization
term, and the objective function is Lo + ALpp, where Lo and Lpp are defined in Egs.
and (I2). ADV [20] employs a two-player game to mitigate bias, in which a classification network
is trained to predict labels based on input features, and an adversarial network takes the output of
the classification network as input and aims to identify which sensitive attribute group the sample
belongs to. FCR [21] aims to minimize and balance consistency loss across groups.

ACS-1 ACS-E
4.0 1.2
351 —— Reg 1.0 = Reg
2016 iy Adv/ 08 Adv
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Figure 3: DP and Acc trade-off performance on three real-world datasets with temporal (Top) and
spatial (Bottom) distribution shift. The trade-off curve close to the right bottom corner means better
trade-off performance. The units for x- and y-axis are percentages (%).

Synthetic and Real Distribution Shift. = We adopt synthetic and real distribution shifts. For
synthetic distribution shift, we follow work [22] 23]] to generate distribution shift via biased sampling.
Specifically, we adopt applying principal component analysis (PCA) [24]] to retrieve the first principal
component C from input attributes. Subsequently, we estimate the mean (C) and standard deviation
a(C), and set Gaussian distribution Ns(u(C), o(C)) to randomly sampling of target dataset. As for
source dataset, we choose different parameters « and (5 to generate distribution shift using another

Gaussian distribution N7 (u(C) + «, %) for randomly sampling. The source and target datasets

are constructed by sampling without replacement. For real distribution shift, we adopt the sampling



and pre-processing approaches following Folktables [[14] to generate spatial and temporal distribution
shift via data partition based on different US states and year from 2014 to 2018.

Implementation Details. We run the experiments 5 times and report the average performance
for each method. We adopt Adam optimizer with 10~5 learning rate and 0.01 weight decay for all
models. For baseline ADV, we alternatively train classification and adversarial networks with 70 and
30 epochs, respectively. The hyperparameters for ADV are set as {0.0, 1.0, 10.0, 100.0, 500.0}. For
adding regularization, we adopt the hyperparameters set {0.0, 0.5, 1.0, 10.0, 30.0, 50.0}.

4.2 Experimental Results on Synthetic Distribution Shift

In this experiment, we evaluate the effectiveness of our proposed Robust Fairness Regularization
(RFR) method with synthetic distribution shifts via biased sampling with different parameters («, 3).
We compare the performance of RFR with several other baseline methods, including standard
training, adversarial training, and fairness regularization methods. The results of performance value
are presented in Table[T] and the results of fairness-accuracy tradeoff are presented in Figure 2] We
have the following observations:

* The results in Table [I|demonstrate that RFR consistently outperforms the baselines in terms of
fairness for small distribution shifts, achieving a better balance between fairness and accuracy. For
example, RFR achieves an improvement of 47.0% on metric AD P and 84.8% on metric AEO
compared to the second-best method in the Adult dataset with (1.0, 2.0)-synthetic distribution shift.
Furthermore, we observed that the outperforms of RFR compared with baselines decrease as the
distribution shift intensity increases. The reason is that the approximation RFR involved Taylor
expansion over model perturbation and is effective with mild distribution shifts.

* The results in Figure | show that RFR achieved a better fairness-accuracy tradeoff compared to the
baseline methods for mild distribution shift, We observed that our proposed method achieved a
better Pareto frontier compared to the existing methods, and the bias can be mitigated with tiny
accuracy drop.

The experimental results show that our method can effectively address the fairness problem under
mild distribution shift while maintaining high accuracy, outperforming the existing state-of-the-art
baseline methods.

4.3 Experimental Results on Real Distribution Shift

In this experiment, we evaluate the performance of RFR on multiple real-world datasets with real
distribution shifts. We use ACS dataset in the experiment. The distribution of this dataset varies across
different time periods or geographic locations, which also causes fairness performance degradation
under the distribution shift. The results are presented in Table[2] and the results of the fairness-accuracy
tradeoff are presented in Figure[3] The results show that our method consistently outperforms the
baselines across all datasets, achieving a better balance between fairness and accuracy. Specifically,
we have the following observations:

* Table|2|demonstrates that RFR consistently outperforms the baselines across all datasets in terms
of fairness-accuracy tradeoff. This suggests that our method is effective in achieving robust fairness
under real temporal and spatial distribution shifts. For example, RFR achieved an improvement of
34.9% on metric AD P and 34.4% on metric AEO compared to the second-best method in ACS-I
dataset with temporal distribution shift.

. FigureE] shows that RFR can achieve better fairness-accuracy tradeoff than baselines, i.e., RFR is
particularly effective in addressing the fairness problem on the ACS dataset with source/target data
varying across different time periods or geographic locations. This is important for many practical
applications, where fairness is a critical requirement, such as in credit scoring, and loan approval.

* The variance for spatial shift on ACS-I is higher than that of temporal shift on all methods, which
indicates neural networks easily converge to different local minima for spatial distribution shift.
The proposed methods can achieve better fairness results for most cases and the tradeoff results
clearly demonstrate the effectiveness.
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Figure 4: The hyperparameters study for A. The Left subfigure and Right subfigure show the results
of accuracy and fairness performance, respectively.

Overall, the experimental results on temporal and spatial distribution shifts further support the
effectiveness of our proposed method RFR and its potential for practical applications in diverse
settings.

Table 2: Performance comparison with baselines on real temporal (the year 2016 to the year 2018)
and spatial (Michigan State to California State) distribution shift. The best and second-best results
are highlighted with hold and underline, respectively.

) ACS-1 ACS-E

Real | Methods | Ree 0 T Bpp 01T Bpo U0 L | Acc (0T Bpp 01 Bpo (0T

MLP 77.751+0.44 3.2610.38 3.48+0.41 | 80.46+0.05 1.07+0.10 1.02+0.10
REG 77.7440.62 2.0940.21 2.27+0.24 | 80.37+0.12 0.77+0.08 0.74+0.08

2016 2018 | Apy | 75944040 2411049  2.53£055 | 79.62+014 T1.0710.14  1.10%0.14
FCR | 76.40+045 2.8140.30  2.96+0.30 | 79.59+40.38  0.954042  0.91-0.34

RFR 77.4940.32 1.36+0.17 1.49+0.17 | 80.3640.05 0.614+0.11 0.584+0.10

MLP 75.624+0.80 5.224+0.86 3.60+0.34 | 79.024+0.20 0.734+0.07 0.9440.05

MI — CA REG 75.5240.78 2.8840.44 2.174+0.22 | 75.344+1.11 0.4240.09 0.61+0.11

ADV 73.38£1.07  1.04+0.58 0.54+0.38 | 77.5640.41 0.61+0.18 0.80+0.13
FCR 74.2840.35 5.06+0.62 3.674£0.51 | 77.96+0.22 0.44+0.14 0.67+0.38
RFR 74.6310.45 1.3540.39 1.30+0.24 | 78.84+0.21 0.44+0.09 0.65+0.07

4.4 Hyperparameter Study

In this experiment, we investigate the sensitivity of the hyperparameter A in Equation £,; =
Lok + )\(E pp + L RFR) for spatial and temporal distribution shift across different datasets.
Specifically, we tune the hyperparameter as A = {0.0,0.1,0.5,1.0, 3.0, 5.0, 10.0}. From the results
in Figure[4] it is seen that the accuracy and demographic parity are both sensitive to hyperparameter A,
which implies the capability of accuracy-fairness control. With the increase of A, accuracy decreases
while demographic parity also decreases. When A is smaller than 5, accuracy drops slowly while
demographic parity drops faster. Such observation represents that an appropriate hyperparameter can
mitigate prediction bias while preserving comparable prediction performance.

5 Related Work

In this section, we present two lines of related work, including fairness in machine learning and
distribution shift.

Fairness in Machine Learning. Fairness [252 —31] is a legal requirement for machine learning
models for various high-stake real-world predictions, such as healthcare [7} 132} 133]], education [34-
36|, and job market [37,138]]. Achieving fairness, either from a data or model perspective [39-42], in
machine learning is a challenging problem. As such, there has been an increasing interest in both
the industrial and research community to develop algorithms to mitigate these issues and ensure that
machine learning models make fair and unbiased decisions. Extensive efforts led to the development
of various techniques and metrics for fairness and proposed various definitions of fairness, such as
group fairness [43H47} 40], individual fairness [48H53l], and counterfactual fairness [54456]. In this
paper, we focus on group fairness, and the widely used methods to achieve group fairness are fair
regularization and adversarial debias method. [[19} 18] proposed to add a fairness regularization term



to the objective function to achieve group fairness, and [20] proposes to jointly train a classification
network and an adversarial network to mitigate the bias for different demographic groups to achieve
group fairness. Overall, ensuring fairness in machine learning is a critical and ongoing research area
that will continue to be an important focus for the development of responsible machine learning.

Distribution Shift. Previous work [1H4] 57] reveals that a classifier trained on a source distribution
will perform worse on a given target distribution because of the distribution shift, and recently
extensive works have explored the influence of distribution shift in model prediction. Moreover,
distribution shift can significantly affect the fairness performance of machine learning models. The
sensitivity of fairness to the distribution shift is notorious for the legal requirement. The degraded
performance of fair models under a distribution shift would trigger new bias and discrimination
issues. There are some works [23) |58, 21} |59, 160] that solve fairness under various distribution
shifts. For example, [23] explore the fairness under covariate shift, where the inputs change with the
in-distribution label. [60] proposes Shifty algorithms to hold fairness guarantees when the dataset in
the deployment environment is out-of-distribution of the training datasets (distribution shift). Our
work is different from those prior works from model weight perturbation perspective.

6 Conclusion

This paper aims the solve the fairness problem under the distribution shifts from the model weight
perturbation perspective. We first establish a theoretical connection between distribution shift, data
perturbation, and model weight perturbation, which allowed us to conclude that distribution shift
and model perturbation are equivalent. We then propose a sufficient condition for ensuring fairness
transference under distribution shift. To explicitly chase such sufficient conditions, we introduce
Robust Fairness Regularization (RFR) method based on the established understanding, to achieve
robust fairness. Our experiments on both synthetic and real distribution shifts demonstrate the
effectiveness of RFR in achieving a better fairness-accuracy tradeoff compared to existing baselines.
We believe that our understanding of distribution shift is valuable and intriguing to the development
of robust machine learning models, and the proposed RFR approach can be of great practical value to
build fair and robust machine learning models in real-world applications.
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A Proof of Theorem 2.1]

For any two different distributions with probability distribution Ps and P, based on optimal transport
definition, any transport plan in I'( Ps, P7) can move source distribution Pgs to target distribution
Pr. Define data perturbation § = T' — S and joint distribution of S and T is given by v*(s,t). We
can obtain the following probability for any u

F(u) = / / (s,t)dtds, (14)

where 7, , = {¢ : t < u+ s}. The probability of data perturbation § is given by

oF
P(6) = () s / v (s, s+ d)ds, (15)
Ou 'u= s
Note that, for any positive p > 0, the power of data perturbation J satisfy
(1315 = BT - Sl = [ [ 1ls~ gy (s, s, 6
where || - ||, represents L, norm. The data perturbation § based on Eq. .w1th square cost function
c(s,t) = [|s —t|[b has m1n1ma1 power.

B Proof of Corollary 2.2]

Based on Theorem 2.1} it is easy to see (X + dx (X),Y + 6y (Y)) ~ Prif (X,Y) ~ Pg, therefore,
the following equality holds for any loss function (-, -):

Ex,y)~ps [1(fo(X),Y)]

Esx (x).0v By ops [[(fo(X 4 6x (X)), Y + by (V)]

C Proof of Theorem

We consider the small distribution shift, and smooth training loss and model prediction function, the
equivalent data perturbation is also small. We conduct first-order Taylor expansion over loss function
W fo(X +6x(X)),Y + 8y (Y)), we have

I(fo(X +0x(X)),Y + 6y (Y)) (17
= W)+ ok 0+ sl s,

where X is between X and X + dx (X), and Y is between Y and Y + &y (V). For simplicity, we

ignore X and Y in the following derivation. Subsequently, we can approximate the training loss on
the target dataset as follows:

Esy (x).6y ) Ex,v)~ps [[(fo(X + 0x (X)), Y + 6y (Y))]

ol of ol of
= Rs+Esx(x).6v MEx,y)~Ps [8]” Fx 0x(X) + yfafY(Sy(Y)]
al af
= Rs+ E(x,y)wvs[a*f 87] By (x)[0x (X))
ol 0
+B (s 7 ) Boyr By (V)] (18)
As for model weight perturbation A, according to first-order Taylor expansion, we have
ol of
X),Y)| = X),Y —_— A 1
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where 6 is between 0 and 6 + AG. Subsequently, we can approximate the training loss on the source
dataset as follows:

E(X’y)wps [l(f9+A0 (X)’ Y)}

ol of
= Rs+Exy)oprs [87f %] 9=(§A9’ (20)
Compared Eqgs. and (20), for any data perturbation, the model weight perturbation is treated
as multivariate but with only one equation. In other words, considering linear equation Ax = b,
where A € R'*™ and b € R'*! are both constant, x € R™*! is variables, the goal is to find whether
the solution x exists for linear equation Ax = b. Note that we consider distribution shift problem,
i.e., b # 0, the solution for linear equation Ax = b exists when rank([A[b]) = 1 = rank(A4),

ie., |A| =

satisfied for models that are not well-trained. Therefore, we can always find a model weight
perturbation so that the training loss on source dataset with data perturbation 6 and model weight
perturbation A are the same.

‘E( X,Y)~Ps [% %] | 0—i H > (. Note that such a non-zero gradient condition is easily

D More details on Eq.

Lemma D.1. For any scale aq, as, b1, and bs, we have

Hal — bl| — |a2 — bQH S |a1 — G/Q‘ + |b1 — bg|

For any scale a1, as, b1, and bs, it is easy to check that

||a1 — b1 —lag — b2|H <la1 — az| + |b1 — by

<~ —2a1b; — 2a2by — 2|CL1 — b1||a2 — b2|

S —2&1&2 — 2b1b2 + 2|a1 - a2”b1 — b2|

la1 — az[|br — b2| + |a1 — b1|az — be

+a1b1 -+ a2b2 —ai1ag — blbg Z 0, (21)

!

Notice that

—(a1 —az)(by — b2) + (a1 — b1)(az — ba)
+a1by + azby — araz — biby = 0, (22)
Eq. (Z1) holds, and the proof is completed.

E More details on Training Acceleration

Considering that the proposed RFR is computation-expensive due to the inherent maximization
problem, it is intractable to adopt RFR during model training. To this end, we develop an efficient
and effective approximation to model weight perturbation for the worst case and the gradient of RFR.
In this way, the optimizer (e.g., stochastic gradient descent) can be directly adopted for training.
Specifically, we first approximate the maximization problem via a first-order Taylor expansion. For
LRrFR,s,. the optimal model weight perturbation is given by

©0) = arg max Bs[foreo(x)] ~ Esolfo(x)]

eollp<p

- OEs,[fo(x)] &

X arg max ——_— €y = arg max (gopco,
leollp<p 00 leollp<p

IE . - . -
where gg = M represents the gradient of average prediction for source data with sensitive

attribute A = 0. Note that the number of model parameters is usually high, the higher order terms
computation is time-consuming. For example, the second term involves Hessian matrix with square
polynomial complexity. Therefore, we omit high-order terms and only keep one order term to
accelerate training. In turn, the optimal model weight perturbation is given by the solution of a
classical dual norm problem, i.e.,

lgo|?!

—_—, (23)
(lgoll) "

€o(0) = p - sign(go)
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where % + % = 1, sign(-) is element-wise sign function, and | - |~ ! denotes element-wise absolute

value and power. Considering gradient-based optimizer for model training, the gradient for Lrrr. s,
is given by

OEs, [fotes(0)(%)]

VoLRFR,S, R~ 20 (24)
_ OBslfo(x)] | 0¢(0) OFs, [fo(x)]
00 00 00 '
It is seen that the approximation of VgL rrr s, can be directly calculated via automatic differentia-

tion. However, the calculation of the term 865730) implicitly depends on the Hessian of Es, [fo(x)]
due to €(0) is a function of go. To further accelerate the computation, we drop the second-order term

and the final approximation of VgL rrr,s, is given by

OE X
VoLRrrr.s, ~ % lo+ez(0)> (25)

where € () is given by Eq. . Similarly, we can obtain the approximation of VoLrrpr s, as
follows:

OEs, [fo(x
VoLrrns, ~ S (26)
00 !
where g; = w and model weight perturbation for group A = 1 is given by
N gl
e1(0) =p- Sl@(éh)ﬁ' 27)
(lg:112)

F More Experimental Results

We provide more experimental results to further support the effectiveness of our proposed RFR.

F.1 More Experimental Results on Training Datasets

In this experiment, we evaluate the fairness-accuracy performance, as shown in Figure[5] for source
and target datasets on two real-world datasets with temporal and spatial distribution shifts. We
observe that RFR achieves a better fairness-accuracy tradeoff on the target dataset compared to the
baseline methods for temporal and spatial distribution shifts, while RFR does not always perform
best on the source dataset in terms of fairness-accuracy tradeoff.

F.2 More Experimental Results on EO

We also report the acc-EO tradeoff performance for two real-world datasets compared with many
baselines in Figure[6] It is seen that similar to acc-DP tradeoff performance, the tradeoff performance
of RFR is the best among all baselines. Please notice that there is no revision for REG and ADV
methods, i.e., REG and ADV are designed for DP.

F.3 Experimental Results without Distribution Shifts

To further investigate the effect of distribution shifts, we also provide the experimental results without
distribution shifts. Specifically, we avoid the data partition and randomly split the data samples across
multiple years and multiple states in two real-world datasets. The fairness and accuracy and the
corresponding results are shown in Table [3|and Figure[5] We have the following observations:

* Table|3|demonstrate that REG and ADV serve as strong baselines for this setting and our
method can only achieve the best results in ACS-I dataset. This suggests that the applicable
scope of our method is limited. For example, for the setting without distribution shifts, the
conventional methods, such as REG and ADV, may perform better. Such observation further
validates the effectiveness of our proposed RFR in tackling the distribution shifts problem.
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Figure 5: DP and Acc trade-off performance on three real-world datasets with temporal (Top) and
spatial (Bottom) distribution shifts for source (train) and target (test) datasets. The trade-off curve
close to the right bottom corner means better trade-off performance. The units for x- and y-axis are
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Figure 6: EO and Acc trade-off performance on two real-world datasets without distribution shift.

* Figure [5] shows that REG and ADV are comparable with our proposed RFR in terms of
accuracy and fairness tradeoff performance. This observation implies the importance of
distribution shift intensity identification, which will serve as important prior knowledge for
algorithm or model selection.

F.4 Hyperparameter study on p

We conduct the hyperparameter study on p to validate the effectiveness of our proposed RFR consid-
ering the worst of weight perturbation, as shown in Figure[8] We have the following observations:

18



4.0 1.2
3.51 1.0
301 —— Reg 0.8
o 2.54 ——— a
0 2.0 Adv Q0.6
131 —— FCR 0.4
1.0y . 0.2
0.0 | | | | 0.0
"57.5 60.0 62.5 65.0 67.5 70.0 72.5 75.0 77.5 55 60 65 70 75 80
Acc Acc

Figure 7: DP and Acc trade-off performance on two real-world datasets without distribution shift.
The trade-off curve close to the right bottom corner means better trade-off performance.

Table 3: Performance comparison with baselines without distribution shift. The best and second-best
results are highlighted with hold and underline, respectively.

Methods ACS-I ACS-E
AccT App (W] Ao I ] Acc()T App (D)1 Ago W)
MLP 78.614+0.42 3.824+0.21 4.06+0.43 | 80.29+0.08 1.23+0.18 0.8940.21
REG 77.824+0.51 2.66+0.28 2.614+0.34 | 80.35+0.17 1.0540.13 1.23+0.16
ADV 75.854+0.62 2.1340.59 1.90+0.45 | 79.4840.24 1.15+0.18 0.59+0.12
FCR 75.8840.81 2.6040.31 2.9440.33 | 79.90+0.15 1.07+0.07 1.184-0.06
RFR 77.574+0.51 1.8840.36 1.404+0.36 | 80.12+0.13 1.09+0.07 0.7040.07

* The accuracy and DP metrics are both sensitive to hyperparameter p, where ACS-I dataset
is even more sensitive to ACS-E. In other words, the optimal hyperparameter p to achieve
robust fairness while preserving accuracy is dependent on the dataset and distribution
shifts intensity, which implies that there are opportunities to further improve the tradeoff
performance by hyperparameter selection.

* Itis not necessarily that a large perturbation ball leads to a better fairness performance. The
reasons are two-fold. Firstly, we only consider the worst case of weight perturbation, which
is not consistent with real distribution shifts. Secondly, the optimal (worst case) perturbation
vector is hard to find in practice. In the implementation of RFR, we use the Taler expansion
to approximately find the weight perturbation for training acceleration in Appendix

F.5 Ablation study on L p for different hyperparameter A

We conduct the aablation study on L p to validate the effectiveness of our proposed RFR as shown
in Figure[0] We have the following observations:

* Lpp loss term is very important to achieve robust fairness under distribution shift. Without
Lpp loss, the DP cannot be mitigated significantly with a large hyperparameter. Such
observation is consistent with Eq. (3).

» ACS-I dataset is more sensitive to hyperparameter A\ compared with ACS-E. This suggests
the necessity of tuning the hyperparameter carefully for each dataset.

G RFR Algorithms

The pseudo-code of RFR algorithm is given by Algorithm[I] The two forward and two backward
propagations happen in Lines 6 and 7.

H More Discussion

H.1 Discussion on Decision Tree Extention

Our method is designed for neural networks and can not be used for decision tree methods (e.g., XG-
Boost, GBDT). The key reason is that our algorithm (See Appendix G) involves gradient computation
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Figure 8: Hyperparameter study on p.
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Figure 9: Ablation study on Lpp for different hyperparameter \.

and weight perturbation to accelerate the bi-level optimization problem-solving. We summarize the
details as follows:

* Nature of Parameters: In a neural network, the parameters are continuous values (weights,
biases) that are updated using gradients to minimize the loss. In GBDT or XGBoost, the
"parameters" are the structure of the trees themselves, including the split points and leaf
values. These are not continuous values that can be updated with gradient descent in the
traditional sense.

* Training Mechanism: While GBDT and XGBoost use the concept of gradients (specifically,
gradient boosting works by fitting new trees to the negative gradient of the loss), this is not
the same as computing gradients with respect to weights in a neural network and updating
them. Instead, trees are added to the model to correct the errors (residuals) of the current
ensemble.

* Non-Differentiability: Decision trees involve making decisions based on hard thresholds,
which are inherently non-differentiable operations. This makes them unsuitable for tradi-
tional gradient-based optimization.

Therefore, we leave the extension of this work for decision tree-based models in future work.

H.2 Discussion Related to Existing Work

The approach of using the worst-case bound as a regularizer has been explored before for selection
bias [61]. The difference is two-fold: (1) The problem setting. Work [61] considers the fairness
problem with selection bias, where the selection bias is described with available auxiliary information.
Our paper mainly focuses on the fairness problem under distribution shift without any information on
target distribution, which can be but is not necessarily caused by selection bias. (2) Methodology.
Work [61] mainly focuses on Consistent Range Approximation (CRA) of a fairness query using
probability information in data collection. Our paper mainly focuses on DP metric difference in
source and target distribution, and then further derives a model perturbation approach to achieve
fairness under distribution.

Additionally, Sharpness-Aware Minimization (SAM) [12} 162, 63]] aims to encourage the training to
converge to a flatter region in which the training losses in the neighborhood around the minimizer are
lower. In this paper, we mainly focus on the fairness performance under distribution shift while SAM
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Algorithm 1 Robust Fairness Regularization (RFR)

1: Input: Training (source) dataset S=UN_; {(z;, v;, a;)}, hyperparameters A, p, p.
2: Output: Robust fair model fy(-).

3: Initialize model weight 6, step size 7, update step t=0.

4: while not convergence do

5: Compute gradient for VoLorr + AVeLpp.

6: Calculate model weight perturbation €/ and €} based on Eqs. (23)) and (27).
7: Approximate gradient of RFR VoL rrr based on Eqs and (26).

8: Update model weights: 6,41 = 6, — n(ngCLF + )\Vgﬁpp) + AVoLRFR.
9: t=t+ 1
10: end while

improves the generalization performance. Techniquely, the objectives and the considered sample
batch of RFR are different from that of SAM.

H.3 Future Work

There are several future directions: (1) The proposed method is specifically developed for demo-
graphic parity. As for the robust fairness for other metrics, such as counterfactual fairness, individual
fairness, and other group fairness, we leave these extension works in future work. (2) We mainly
focus on model weight perturbation to achieve robust fairness. Another possible approach is the
input perturbation method, which is complicated since the input perturbation is dependent on input
samples. Additionally, input perturbation is highly related to feature type (numerical, categorial, or
mixed). (3) Note that it is intractable to select the optimal without accessing target data distribution.
One promising future direction is to access more information (e.g., few-shot target samples or input
features in the target dataset), the hyperparameter tuning can be done and achieve better performance
. For example, if the input features in (unlabeled) target dataset are available, it is tractable to predict
out-of-distribution error and then use it for hyperparameter selection [64, 65]]. Note that the input
feature in the target dataset should be available in the inference stage.

I Broader Impact

Algorithmic Fairness focuses on ensuring fairness and lack of bias in the decisions made by algo-
rithms or machine learning models. Fairness in socio-technical systems goes beyond algorithmic
fairness, considering broader societal impacts, ethical considerations, data biases, and interdisci-
plinary collaboration. It focuses on human-centered design, policy changes, and ongoing assessment
to ensure technology aligns with societal values and promotes equitable outcomes.
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