A DERIVATIONS FOR PRUNING

Given that we use a Gaussian approximation of our loss pa~q = N through a quadratic approxima-
tion of our log likelihood — log p%% (0*)T F@*, the most optimal compression becomes the solution
to the following constrained optimization problem:

arg min 1A(@*)TFA@* (14)
Re- 2

st. el AO* +el0* =0,k € Q

where Q is the set of @ indices that are pruned.

A.1 GENERAL SOLUTION

Following (Kurtic et al, [2022), we denote pruned elements as Ex = [eq €g, ..]T €

[0, 1]|Q|XP and use the fact that solving eq. @ through use of Langrange multipliers gives the
general closed-form solution for cost £ and weight update AQ:
1 _

L= (Bx6")" (ExF ' BY) ' Ex0" (15)

A0* = F'EL (ExF'EL) " Ex0" (16)

A.2 REMOVING A SINGLE ELEMENT

Optimal brain surgeon (OBS) To remove a single element with index g, we simply set Ex = e{:

1 -1

= _(Ex0")" (ExF'EL) " Ex0 _ _ -1
1 1 _ T 1 -1 7

= iazjmek , = —F 16k (ekF 1€k) eKO (17)

0

1 (6r)° = ———F ey

= - [F~ g
2 [Fﬁl]kk

which exactly correspond to the loss and updates of optimal brain surgeon (Hassibi & Stork,|1992).

Optimal brain damage (OBD) We may also consider that elements are independent and the
Fisher is diagonal. After noting that this implies that diagonal elements of the inverse Fisher are
scalar inverses of elements in the Fisher [F 1], = ﬁ the formula’s simplify to:

L = [Fpr(0:)%, AG = —6Oe; (18)
which exactly corresponds to loss and updates of optimal brain damage (LeCun et al.| [1989).

VECTORISED

For implementation purposes, it might be convenient to have a vectorised notation Ly € R%¢ or
Lw € REXC to calculate all expected losses in parallel:

1 1
ForOBD: Lg = 50* © 0" © diag(F) Lw = §W* © W™ © mat(diag(F'))
; (19)
1 1
ForOBS: g = F07 00" diag(F~1) Lw =W oW" 0 mat(diag(F ™))

A.3 REMOVING A SINGLE ROW OR COLUMN

Structured OBS  If we consider the approximation F' ~ G ® A with known inverse (G® A) ™! =
G~1® A~!, then to remove a row at index r € [0, R], we must take into account correlations within
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elements of that row. That is, we write matrix Ex- = (el ® I') containing one-hot row-vectors for
all elements in row . Plugging into the general solution eq. (7), we find:

1 .
L= Ex8" (BxF'EL)  Ex0'

= (D8 ((F o D@ o A) el @ D)) (] @ 1"

1 _ 11
=507 (/G le, @ IATT) 6,

_ %9T(6TT 1) ([[G ] © A (e, @ 10,

16T A0
_ Y% r 20
2 [G_ 1] r ( )
where we write 8, = efW* €R for the ’th row-vector in W. Similarly, we obtain the associated
weight update:

AO = —F'Ef (ExF'EL) " Ex6"

= @eA) (ol (oD @4 (L enT) (€ D

—— (Gi1 ® A*I) (e, ®1) (eTTGfler ® Ail)_1 0,
T
(G~
G le, ®6,
- _ 21
(G~ @D
arriving at a similar structured pruning update as derived in (Wang et al., 2019) for convolutional
filters. We can equivalently derive expected loss and update for columns, by considering Ex =
(I ® el'). If we do so, we find the structured updates for a row r or column c:

G le,® AT'IAT'I) 0,

1 H;AOT Giler X 07‘
Remove row 7: L= iw AO = 7W
rr _TT (22)
Remove column c: _1 07Go. AG — _w
2[4 A1,

Structured OBD We may also assume that, when removing a row r, the individual elements

within the row are also independent which would imply [A];; = ﬁ Similarly, [G];; = ﬁ

when removing a column c. Consequently, we can simplify to:

1
Remove row r: L= §GTTO7TA0T AO = —e B
(23)
Remove column c: L= %ACCQCTGQC A = — Hcez

similar form to structured OBD losses and updates as derived in (Wang et al.,|2019) for convolutional
filters. The derivations slightly differ in that we start from the general solution eq. (), circumventing
the need to rederive a Langrange multipliers for each possible structure.

A.4 PRUNING MULTIPLE (CORRELATED) ROWS AND COLUMNS

Let us consider the removal of R’ rows 11, 72, . . . 75 rows or C’ columns with indices ¢q, ¢, . . ., ccr,
with 1<R’ < R and 1<C’<C. We denote matrices containing one-hot vectors selecting all rows
and columns to be removed respectively as:
T / T ’
Er = [61 ex ... eR/] S ]RR xR Eqc = [61 e ... 60/] S ]RC xC (24)

Then, the matrix Ex containing one-hot row vectors selecting all elements to be removed can be

written as:
Multiple rows: Ex=(Erp®Ic) € ROXEC (with Q = R'C) 25)
Multiple columns: Ex = (Ir ® Ec/) € RO*EC (with Q = RC")
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To simultaneously remove rows and columns, we can stack the matrices with duplicate row vectors
removed:

Er ®Ic

Multiple rows and columns: FEg { InoE
R c’

] e RO*EC with duplicate rows removed  (26)

The removal of duplicate rows is required due to the few R'C” overlapping elements between rows
and columns, after which the total number of rows thus becomes Q = R'C +C'R— R'C’. We used
appropriately sized identity matrices I € R™*® and I € R%*“. For brevity, we write the vector

or matrix of pruned weights @ := E 0 € R%.

F_irst, we derive the removal for R’ rows by defining removal matrix as Ex = Er ® I and define
W := Ex W € REXC The complete weight update for the removal of multiple rows becomes:

A0 = —-F'EL (ExF'EL) ' Ex6*
= (G2 A) N Ep oD (Er @ )(G® A) " (Er @ D)7) " (Er © I)6"
— (G'EL®A ) (ERG'EL oA ) 6
=—(G'EL ® A7) (EnG'E}L) ' ® A)6*
AW = —G'EL, ((ER,G—lEg,)—l‘TfA) A~!
= -G 'EL(ErG'EL)'W (27)

Similarly, we derive the removal of C’ columns by defining removal matrix as Ex = I ® E¢s and
defineW := Ec:W € RE*C' The complete weight update for multiple column removal becomes:

A0 = —F'Ef (ExF'EL) " Ex6"
= (G A) I Ex)" (I®Ex)(Ge A) (I Ec)")” (I® Eq)6*
=—(GoA) 'I®Ec)" (I®Ex)GoA) ' (I® E(;/)T)*1 (I ® Ec)0*
- (G'®A'EL) (G EAT'EL) 0
AW = -G 'GW(Ex A~ 'EL)""(A'EL)

= -W(EcA'EL) ' (A'EL) (28)
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B EXPERIMENTAL DETAILS.

Code is available at: https://github.com/Qualcomm-Al-research/llm-surgeon.

B.1 MODELS

OPT models From the OPT model family ((Zhang et al., |2022))), we consider models with the
following number of parameters: 125 million (125m), 1.3 billion (1.3b), 2.7 billion (2.7b), 6.7
billion (6.7b) models. We omit 350 million model due to different layer norm. We obtain the
standard pre-trained checkpoints using Huggingface (Wolf et al.l |2019) and use this as a baseline
and initialisation for compression.

Llama-v2 models From the Llama-v2 model family ((Touvron et al.||2023))), we consider a model
with 7 billion (7b) parameters and a model with 13 billion (13b) parameters. We obtain the stan-
dard pre-trained checkpoints using Huggingface (Wolf et al., 2019) and use this as a baseline and
initialisation for compression.

B.2 DATASETS

English / Wikitext-2 The majority of the results are obtained on the Wikitext-2 dataset containing
parsed subsets of the English Wikipedia (Merity et al.| [2016; |Wikipedial [2004), using the default
training and test sets. For fitting, we use 128 batches of 2048 characters and for testing we use the
standard test set containing 4358 characters.

French / Wikipedia For French data experiments, we use a subset of French wikipedia
(Wikipedial 2004). For fitting, we use 128 batches of 2048 characters and for testing we use a
randomly selected test set containing 1067888 characters.

German / Wikipedia For the Italian data experiments, we use a subset of the German wikipedia
(Wikipedial 2004). For fitting, we use 128 batches of 2048 characters and for testing we use a
randomly selected test set containing 1112372 characters.

Italian / Wikipedia For the Italian data experiments, we use a subset of the Italian wikipedia
(Wikipedial 2004). For fitting, we use 128 batches of 2048 characters and for testing we use a
randomly selected test set containing 633177 characters.

B.3 MASK EQUIVALENCE

When comparing the equivalence of obtained pruning masks between two models 8 4 and 65 ob-
tained by two compression methods A and B. We always consider the case of 50% pruning, and
define the mask equivalence as the fraction of same weights that are set two zero in both models:

P
mask equivalence = E
i=1

1([0,4}1‘ = (0 and [03]1' = 0)

P (29)

where 1 denotes an indicator function that returns 1 if both weights [0 4]; and [@5]; are zero, and
returns O otherwise.

B.4 SPARSEGPT AND EVALUATION OF BASELINES

For the SparseGPT baseline, we used the official code SparseGPT code repository (Frantar & Alis-
tarh, 2023)) which allows for training and evaluation on wikitext-2. The obtained results may differ
from those reported in the original paper as the C4 dataset was used there.

In this work, models were trained with the same 128 batches of the wikitext-2 training set as avail-
able in the SparseGPT codebase and are evaluated on the wikitext-2 test set using the exact same
evaluation procedure.
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C TECHNICAL DETAILS

C.1 PSEUDOCODES

Algorithm 2 LLM Surgeon (structured)
Input: target size o
Input: initial weights §°
For shottin([1,2,...,T]
Compute: approximate curvature G1, A; from data (optionally also G2, As) > section

Compute: costs per row/column L,., L. from Gy, A1, (G2, As) > section
Compute: threshold 7 using £, and L. given target size « > section 3.3
Select: rows and columns to remove Er, E~ based on 7 > section
Compute: weight update A@*~! based on Eg, Ec and Gy, A1, (G2, As) > section

Update: remaining weights 8° « 8'~1 + A@'~1 > section
Optionally: 6! < low-rank update(6?)
Output: compressed weights 8 = 67

Algorithm 3 LLM Surgeon (semi-structured / unstructured)

Input: target size o
Input: initial weights §°
Forshottin|[1,2,...,T]
Compute: approximate curvature G1, A; from data (optionally also Gz, A3) > section

Compute: costs per element £y, from Gy, A1, (Gs, As) > section
Compute: threshold 7 from £, and target size a; (unstructured/semistructured) > section (3.3
Select: elements to remove Fx based on 7 (unstructured/semistructured) > section
Compute: weight update A@*~! based on Ex and G, A1, (G, A>) B> section

Update: remaining weights 8° « 8'~1 4 A@'~1 > section
Optionally: 0! < low-rank update(6?)
Output: compressed weights = 67

C.2 DAMPENING

In practice, we dampen the G and A matrices by adding a diagonal term G + AgI and A + A4 1.
In our experiments, we found that values in the range [0.01, 0.1] multiplied by mean diagonal terms
generally works well. We follow (Frantar & Alistarh, 2023) and always use A 4=0.01diag(A) to
be consistent with prior work and allow for a fair comparison with baselines. Further, we use
Ag=0.1diag(G) for structured experiments and A=0.01diag(G) in semi-structured and unstruc-
tured experiments.
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D DOWNSTREAM TASK PERFORMANCE

We also evaluate our method on downstream tasks as perplexity metrics do not necessarily correlate
with downstream performance. Further, we also repeat this experiment using the C4 dataset as
reference data for compression, as this is used in prior work (Frantar & Alistarh| 2023)) and as this
can be regarded a more general reference dataset. In tables[5|and 6| we report 0-shot test performance
of structured pruning for LLM surgeon and K-OBD baseline.

Table 5: Downstream task performance using Wikitext-2 for pruning.

Structured pruning

(with wikitext-2) Model size | wikitext word ppl _boolq _piga inogrande _arc_easy _arc_challenge copa__lambada openai _wsc273  AVERAGE wikitext2
Dense bascline 100% 9.24 7774 __719.1T__75.99 69.14 7458 4625 3420 86.00 7392 8571 __71.26
LLM Surgeon (ours) | 90% 963 76217856 75.39 67.64 7412 4650 43.60 8500 7264 8498 7046
80% 12.16 7297 77097130 66.30 7136 4189 31.80 87.00 5643 8022 66.66
0% 1691 6125 73.56_60.72 61.09 63.09 3660 38.30 81002833 7656 38.11
60% 25.15 3498 69.26__48.04 5438 5231 30.29 36.80 7800 11.72 6850 4943
50% 33.68 39.60 _64.36__40.29 5257 2491 26.28 30.80 7400652 6154 44.09
K-OBD 90% 9.39 76.67 78027480 6811 7517 4633 7460 86.00 7271 8278 7052
80% 17.62 743475246785 64.64 6380 4027 71.60 83003023 82426234
0% 272 6529 71825307 56.83 5105 3311 37.80 79.00 1221 7070 53.09
60% 68.63 6080 65.67 _43.99 53.20 4079 2850 34.00 7500704 60444704
50% 136.33 6156 60.66 36.84 53.04 36.11 2671 33.00 7200470 6117 4458

Table 6: Downstream task performance using C4 for pruning.

Structured pruning

(with C4) Model size | wikitext word ppl _boolq__piqa i arc.easy _arc_challenge _openbookq copa _lambada.openai _wsc273  AVERAGE wikitext2
Dense baseline 100% 924 7774 __T9.1T__75.99 69.14 7458 4625 3420 86.00 7392 85717126
LLM Surgeon (ours) | 90% 9.90 77037845 1495 6827 7319 4599 7460 84.00 7231 8278 7021
80% 1442 75.60 7682 69.71 63.85 7029 4130 280 8700 4553 82426553
0% 25.16 66.39 7285 5811 56.83 6216 3447 38.40 80.00 2269 69.96__ 56.19
60% 3535 6248 68.93_48.10 55.64 5156 27.99 35.20 70.00 12,56 6154 49.40
50% 77.30 62.60 65024170 5422 1255 2423 31.20 7100726 6044 4602
K-OBD 90% 10.59 7547 _T8.18__73.61 66.46 7252 4437 73.60 8700 7122 82426948
30% 20.12 7336 75.14_66.11 6243 6284 3823 31,00 86.00 2150 7839 60.50
0% 56.92 6330 6844 5231 55.64 3672 3131 34.60 7700560 6886 5039
60% 112.85 62236447 46.36 52.17 3053 2952 3240 7200291 63.00 4656
50% 272.16 6242 61.70_3847 5043 3329 2696 3180 6500091 5934 43.03

We find that our method not only performs well in terms of test perplexity but also correlates well
with downstream performance, outperforming the baselines on these downstream tasks.

E ADDITIONAL EXPERIMENTS ON LLAMA-V2 13B.

To assess performance on larger 13B parameter models, we also report structured compression on
the Llama-v2 13B model and evaluate downstream task performance. Test perplexities (lower is
better) can be found in table [7]below:

Table 7: Pruning Llama-v2 13B model.
Baseline Pruned model sizes
Dense 100% | 90% 80% 70% 60%  50%
K-OBD 4.547 4908 6294 10.08 13.06 16.06
LLM Surgeon ‘ 4.547 ‘ 4.692 5286 6.207 7.245 9.428

as well as evaluated results on downstream benchmarks (higher is better) in table E]below.

Table 8: Downstream task performance after prumng large Llama-v2 13B model.

Tiama-~v2 138 Model size mkllexl word ppl_boolqg __piqa arc_challenge copa__ lambada_openai _wsc273 _AVERAGE wikitext2
Dense baseline 100% 80.52% 80.52% 79.38% 72.14% 49.23% 45.20% 90.00% 76.77% 89.38% 74.07%
LLM Surgeon (ours) | 90% 8 57 81.07% 79.87% 79.24% 72.38% 75 ?0‘7 49.91% 47.20% 92.00% 75.47% 89.38% 74.28%
80% 10.08 80.86% 79.00% 77.09% 70.56% 75.93% 46.76% 46.80% 90.00%  67.79% 86.45% 72.12%
70% 12.74 74.50% 76.50% 71.52% 68.67% 69.74% 40.27% 45.00% 91.00%  54.40% 83.52% 67.51%
60% 16.00 64.62% 73.01%  65.04% 65.75% 63.80% 37.12% 39.60% 90.00%  44.50% 81.32% 62.48%
50% 23.75 65.66% 68.77% 56.19% 63.22% 56.19% 31.83% 36.60% 85.00% 35.16% 77.29% 57.59%
K-OBD 90% 8.79 8131% 79.76% 79.12% 72.22% 76.94% 47.95% 47.80% 91.00%  75.26% 88.64%  74.00%
80% 11.79 80.80% 79.16% 76.80% 70.56% 73.74% 46.93% 48.60% 88.00% 58.99% 87.55% T1.11%
70% 20.00 66.76% T74.43% 64.18% 64.96% 56.23% 36.01% 39.00% 88.00% 38.54% 79.49%  60.76%
60% 27.74 55.66% 70.24%  55.52% 60.46% 49.62% 32.68% 35.80% 80.00%  30.06% 73.63% 54.37%
50% 37.38 59.79% 66.54% 48.39% 57.46% 46.59% 30.72% 34.00% 77.00%  24.61% 69.96% 51.50%

We find that LLM Surgeon also outperforms baselines on existing Llama-v2 13B models. We stress
that these results are obtained on structured pruning of rows and columns, which are regarded the
hardest and most constrained pruning structure. Yet, we can compress Llama 13B by 20% with less
than 2% drop in downstream task performance. It also significantly outperforms the baseline for all
compression rates, both in terms of test perplexity and downstream task performance.
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F ABLATIONS

F.1 SHOTS

Table 9: Ablation of shot counts 7" for structured LLM Surgeon compressing OPT-1.3b model.
Target size | Shots 7 wikitext-2 PPL | Shots 7' wikitext-2 PPL | Shots 7' wikitext-2 PPL

90% 6 14.70 8 14.70 10 14.72
80% 12 15.14 16 15.12 20 15.08
70% 18 16.21 24 16.24 30 16.23
60% 24 18.53 32 18.45 40 18.49
50% 30 23.32 40 22.95 50 22.68

F.2 TASK-SPECIFIC COMPRESSION

LLM Surgeon uses data to find a compressed Table 10: Cross-task performance and mask
model that has the least negative impact on fi- equivalences of 50% compressed OPT-125m
nal test performance. In this section, we ex- model using structured LLM Surgeon on language
plore the extent to which the method can use subsets.

data to compress specifically to the task at hand. evaluation dataset mask equivalence (%)

. target. | EN. FR DE IT |EN FR DE IT

We do so by comparing test performance and i 7766 7255 237 7766
equivalences between resulting pruning masks EN 4746 1729 ISLT 1691 | 100 074 070 0.72
. . i FR | 1134 2844 3502 3490 | 0.74 100 087 090
for different language modeling languages: En- DE | 1421 3515 2749 3849 | 070 087 100 0.87
ghsh (EN/WlklteXt-Z), French (FR) and Italian 1T 1237 31.85 33.78 30.58 | 0.72 090 0.87 1.00

(IT) and the German (DE). We consider 50%

unstructured compression using LLM Surgeon with correlated weight updates. For each compressed
model, we compare performance on all languages and compare the equivalences between resulting
pruning masks (details in appendix [B.3)), and report results in table[I0] Like other methods that use
data for compression (Hassibi & Storkl (1992} [Frantar & Alistarh, 2023} [Wang et al., [2019), we ex-
pect to see some correlation between the data used for training and data with good test performance,
which is reflected in both test performance and masks. It is important to note that the final perfor-
mance after compression will depend on the quality of the used dataset for compression. Further, the
experiment demonstrates that the method can be used for task-specific compression tailored towards
the data used for compression and generalises to high test performance on the associated test data.
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G ON FAIR COMPARISON

All results in this work (including the SparseGPT) were trained on Wikitext-2 for fair comparison.
To do so, we used the same dataloader and evaluation script as the official SparseGPT repo and reran
all SparseGPT results to be trained on Wikitext-2. In some cases, this resulted in better scores for the
SparseGPT baseline compared to the C4-trained results reported in the original SparseGPT paper.
Yet, we find that our method using improved curvature estimates still outperformed the baselines in
terms of final test performance.

H COMPUTATIONAL PERFORMANCE

We report computational cost in terms of pruning time in table[TT]and GPU memory in table[12]

Table 11: Time performance.

Test performance

Runtime Network Time PPL90% PPL80% PPL70% PPL60% PPL 50%
Unstructured baseline (SparseGPT)  Llama-v2 7B <5m 5.49 5.58 5.71 5.94 6.51
Unstructured LLM Surgeon (ours)  Llama-v2 7B 2d8h16m | 5.13 5.20 5.36 5.66 6.08
Structured baseline (K-OBD) Llama-v2 7B 16h58m 5.48 9.14 15.43 28.03 46.64
Structured LLM Surgeon (ours) Llama-v2 7B 17h08m 5.25 6.18 7.83 10.39 15.38
Structured baseline (K-OBD) Llama-v2 13B | 1d6h5Sm | 4.908 6.294 10.08 13.06 16.06
Structured LLM Surgeon (ours) Llama-v2 13B | 1d9h26m | 4.692 5.286 6.207 7.245 9.428

Our method is most efficient for structured pruning, but it must be noted that engineering efforts may
further improve speed for unstructured pruning. The focus of the paper is structured pruning, on
which we achieve state-of-the-art compression rates. Importantly, compression of LLMs only needs
to happen once after which a pruned model can be deployed infinitely many times without further
cost. This motivates our method which takes longer to run but reaches better final test performance.

Table 12: Memory performance.

Network SparseGPT (baseline) Unstructured LLM-Surgeon (ours)
Llama-7B <5m/ 1 GPU (32GB) 2d8h16m / 4xH100 80 GB
K-OBD (baseline) Structured LLM-Surgeon (ours)
Llama-7B 16h58m / 4xH100 80 GB | 17h08m / 4xH100 80 GB
Llama-13B  1d6h5m/ 8xH100 80 GB | 1d9h26m / 8xH100 80 GB

We argue that differences in the performance and the runtime of pruning methods can largely be
attributed to underlying assumptions on correlations between weights. Notably, algorithms that
consider few correlations, sometimes to the extent of completely disregarding all gradient informa-
tion, can result in very fast pruning algorithms for unstructured and semi-structured pruning but are
often not flexible enough to perform structured pruning of rows and columns. Examples of such
lightweight algorithms for LLMs are (Sun et al.| 2023)) and SparseGPT (Frantar & Alistarh| [2023),
as can also be observed from table [[1] Our approach makes less strong assumptions on the cur-
vature of the loss and as a result outperforms all baselines on all unstructured, semi-structured and
structured pruning. Further, the improved curvature is also eligible for dynamic allocation of weight
removal and improved correlated weight updates. In practice, we always recommend using our
method for structured pruning. For unstructured and semi-structured pruning, we note an important
trade-off between the desired final test accuracy and the available computational budget. Here, our
proposed method can achieve the highest final model performance but requires more computational
resources and takes longer to run. It should be noted that pruning only needs to happen once after
which a model can be deployed infinitely many times this time, which dependent on the available
computational resources can also legitimise spending additional pruning time even if this is much
higher compared to other algorithms in relative terms. In absolute terms, the use of multiple large
GPUs is common practice in the field of large language models and many more GPUs are typically
used to train and deploy large language models. Moreover, the curvature approximation is naively
amenable to data parallelism in case further speed-ups or larger models are required. We hope this
provides context and emphasises the trade-off between performance and compute in practice.
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I EXTENDING CURVATURE ESTIMATES

Instead of using a single Kronecker product, we might consider improving the approximation
through a sum of multiple Kronecker factors:

FrxF=G ®A +Gy® Ay (30)

This last appendix deals with the question how one may computationally find such approximations
and how to utilise them in the neural network pruning framework.

1.1 NEAREST KRONECKER PRODUCT OR SUM OF KRONECKER PRODUCTS

Instead of assuming independence of activations and derivatives as in section [3.1] following the
classic KFAC of (Martens & Grossel [2015), we might want to find the nearest Kronecker product

approximation F' = G ® A that is closest to the Fisher in terms of the Frobenius norm:

CNv‘bﬁl:argminHFl—Gz@AlHF (31)

1AL

Finding the nearest sum of Kronecker factors can be rephrased as a classic eigenvalue problem of
finding the nearest rank-1 matrix. |(Golub & Van Loan| (2013).

|IF-GoAllr = |[R(F)—vec(G)vec(A)||r (32)
Power method and deflation After considering the reshaping, we can use power iterations to
solve for and find the nearest Kronecker factors G, A; = solve(F').

Find with power iterations: Deflation:
G1, A = solve(F) = arggln |F—G® Al|lr G, A, = solve(F — Zrl (G @A)

A more extensive description of the power method solve(+) can be found in algorithm|4] At the start
of the algorithm, we initialise power iterations as vector withone’s1 =[1 1 ... 1]. Aftereach
shot we can initialise the vector as the final estimate found during the previous shot.

Algorithm 4 Kronecker power method. Finds G, A nearest Kronecker product ||[F — G ® A||p.

Input: Initialise g°=1,a=1 (or using estimates of previous shot).
Input: Set iterations I (or /=1 if using estimates from previous shot)
Output: G, A

for iteration 7 in [1, 2, ..., I] do
Compute: g* = % with R(F)a'~! = L LN aTAi"'a,vec(gngT)
. T
Compute: a’ = % with R(F)Tgt = ~ Zn 19T Gg,vec(a,al)
Compute: o' = ||a’||,
end for

Return: G = Vo'mat(g), A = Vo'mat(a).

True Fisher Classic KFAC (IAD) Nearest KFAC Rk =1 Nearest KFAC Rx =2 Nearest KFAC Rx =3 Nearest KFAC Rx =9

rmse: 0.13 rmse: 0.12 rmse: 0.11 rmse: 0.09 rmse: 0.04
rmse diag: 0.19 rmse diag: 0.15 rmse diag: 0.15 rmse diag: 0.14 rmse diag: 0.14

Figure 5: Example illustration of nearest Kronecker factor approximations Fr Z 1Gi ® A,
compared to classical KFAC with the IAD assumption. Larger Ry yields better appr0x1mat10ns to
the true Fisher F' for larger R, as measured by the root mean squared error (rmse).
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1.2 EXTENDED CURVATURE APPROXIMATIONS

For classic KFAC with IAD or Rx =1 nearest Kronecker approximations of the form F' = G ® A,
the inverse simply becomes (G ® A)~! = G~! ® A~!. Unfortunately, we can not use this famous
inverse identity for sum of Kronecker factors, which is why we fall back on eigendecompositions
G=FES; EIT and A = F, SQEQT , allowing us to decompose the Fisher into:

F=K S K ®Ky)S:KI = (K@ Ko))I®T+ S, @80) (KL ® KT (33)

where specific K1 and K> can be found in App. B of Martens & Grosse| (2015)), which we closely
followed in our derivations. Because K and K are orthogonal and S; and S5 diagonal, the inverse
Fisher becomes:

Fle (K @K)I®I+8 ®8) Y(KT @ KT) (34)

In the context of neural network training, the problem gets slightly harder since we want to incre-
mentally construct estimates G; and A; from individual samples a; »,, g;,,, that make up F’, without
having to simultaneously store more than a single or batch of input activations a; ,, or output gradi-
ents g; ,, in memory. Although this online Kronecker-product principal component analysis problem
largely remains an open research problem, we our approach closely follows the recent work by (Ko-
roko et al.,2022)) that uses similar approximations in the context of optimisation. A sum of multiple
Ry >1 Kronecker factors will yield closer approximations, but also linearly increase memory re-
quirements with higher Rz and makes inverting F~* considerably more difficult.

Formulas to compute cost and weight updates. For sum of Kronecker factors, we find that the
constrained optimization solution of for costs AL eq. (7)) and weight updates A8 eq. (8) become the
following inner-product and matrix-vector product:

1 — _ _
Ly = 5<(9*, Ue*) = 09)'U6*) c R (35)
A= F'Elu =K, (I_{lTUI_{Q o 117+ 5185]) KT e R"C (36)

with at the heart of it all a matrix U = [Ex F~1EL]~! that captures correlations between weights:

U= {EK(Kl S K;)(Ie1+8 @SQ)I(KlT@@Kg)EIT(}_l (37)

where (I @ I + S1 ® S3) is diagonal and the inverse can thus be computed element-wise. The
remaining inverse is of size K x K, for K correlated weights.

Note on sum of Kronecker factors Experimentally, we did not find a benefit in performance
when using a sum of two nearest Kronecker factor approximation, or found it too slow. Therefore,
we focus in the main text on LLM Surgeon with fast single Kronecker product KFAC approximation
to approximate the loss landsscape curvature. Nevertheless, we choose to include this appendix as
we believe could prove useful in other contexts or inspire future work that aim to further improve
the quality of curvature approximations.
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J CODE

Code is available at: https://github.com/Qualcomm-Al-research/llm-surgeon.
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