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Background and methods 

We present an analytical framework for balanced multi-area networks, revealing key features of cortical computation:
(1) Local connectivity determines the area’s response to inputs received locally (extra-cortical), but not to inputs relayed from other cortical areas. 
Local responses to these relayed inputs are instead primarily driven by long-range inter-area connections.
(2) Slow modes of the network dynamics are determined by long-range connections: The overall strength of long-range loops determines the slowest 
time constant and the feedforward/feedback asymmetry determines the direction of the slow mode (contribution of areas to slow activity).  
(3) Applying these principles to cortical-like architectures predicts participation in slow dynamics to be biased towards higher areas, consistent with 
empirically observed progression of intrinsic timescales across the cortex. 
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A hallmark of neocortical architecture is recurrent connectivity both within and between local sub-networks (cortical areas). Within an area, 
excitation-inhibition (E/I) balance (balanced positive and negative connections) tightly constrains neural dynamics, while across areas, dense 
reciprocal excitatory connections link regions into a distributed network. How does  this multi-area, multi-scale recurrent architecture shape cortical 
neural activity dynamics? We present an analytical framework for E/I balanced multi-area networks, revealing key features of cortical computation. 

Inter-area connections give rise to slow dynamics that gradually align activity across areas
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Eigenvalues and eigenvectors: Hierarchy of visual areas in the primate cortex:

Feedforward

Recurrent

feedForward

feedBack

Feedforward

Recurrent

Steady-state balanced 
output of area x

Unbalanced input
to area x

Unbalanced input
to area y

Local weights of area x

Local weights of area y

Local dynamics are recruited only via direct inputs and are not sustained
Balanced input to area x

Balanced input to area y

Murray et al 2014

(Javadzadeh et al 2024)


