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ABSTRACT

Krylov subspace, which is generated by multiplying a given vector by the matrix of
a linear transformation and its successive powers, has been extensively studied in
classical optimization literature to design algorithms that converge quickly for large
linear inverse problems. For example, the conjugate gradient method (CG), one
of the most popular Krylov subspace methods, is based on the idea of minimizing
the residual error in the Krylov subspace. However, with the recent advancement
of high-performance diffusion solvers for inverse problems, it is not clear how
classical wisdom can be synergistically combined with modern diffusion models.
In this study, we propose a novel and efficient diffusion sampling strategy that
synergistically combines the diffusion sampling and Krylov subspace methods.
Specifically, we prove that if the tangent space at a denoised sample by Tweedie’s
formula forms a Krylov subspace, then the CG initialized with the denoised data
ensures the data consistency update to remain in the tangent space. This negates
the need to compute the manifold-constrained gradient (MCG), leading to a more
efficient diffusion sampling method. Our method is applicable regardless of the
parametrization and setting (i.e., VE, VP). Notably, we achieve state-of-the-art
reconstruction quality on challenging real-world medical inverse imaging problems,
including multi-coil MRI reconstruction and 3D CT reconstruction. Moreover,
our proposed method achieves more than 80 times faster inference time than
the previous state-of-the-art method. Code is available at https://github.com/
HJ-harry/DDS

1 INTRODUCTION

Diffusion models (Ho et al.l 2020} Song et al.l 2021b) are the state-of-the-art generative model that
learns to generate data by gradual denoising, starting from the reference distribution (e.g. Gaussian).
In addition to superior sample quality in the unconditional sampling of the data distribution, it was
shown that one can use unconditional diffusion models as generative priors that model the data
distribution (Chung et al., |2022a}; [Kawar et al., 2022}, and incorporate the information from the
forward physics model along with the measurement y to sample from the posterior distribution
p(x|y). This property is especially intriguing when seen in the context of Bayesian inference, as we
can separate the parameterized prior pg () from the measurement model (i.e. likelihood) p(y|x) to
construct the posterior pg(x|y) o ps(x)p(y|x). In other words, one can use the same pre-trained
neural network model regardless of the forward model at hand. Throughout the manuscript, we refer
to this class of methods as Diffusion model-based Inverse problem Solvers (DIS).

For inverse problems in medical imaging, e.g. magnetic resonance imaging (MRI), computed
tomography (CT), it is often required to accelerate the measurement process by reducing the number of
measurements. However, the data acquisition scheme may vary vastly according to the circumstances
(e.g. vendor, sequence, etc.), and hence the reconstruction algorithm needs to be adaptable to
different possibilities. Supervised learning schemes show weakness in this aspect as they overfit to
the measurement types that were used during training. As such, it is easy to see that diffusion models
will be particularly strong in this aspect as they are agnostic to the different forward models at
inference. Indeed, it was shown in some of the pioneering works that diffusion-based reconstruction
algorithms have high generalizability (Jalal et al., |2021}; Chung & Yel [2022;|Song et al., 2022} Chung
et al.,[2023b).
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Figure 2: Representative reconstruction results. (a) Multi-coil MRI reconstruction, (b) 3D sparse-view
CT. Numbers in parenthesis: NFE. Yellow numbers in bottom left corner: PSNR/SSIM.

While showing superiority in performance and
generalization capacity, slow inference time is
known to be a critical drawback of diffusion
models. One of the most widely acknowl-
edged accelerated diffusion sampling strate-
gies is the denoising diffusion implicit model
(DDIM) (Song et al} 2021a), where the stochas-
tic ancestral sampling of denoising diffusion
probabilistic models (DDPM) can be transi-
tioned to deterministic sampling, and thereby
accelerate the sampling. Accordingly, DDIM
sampling has been well incorporated in solving
low-level vision inverse problems (Kawar et all,
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Figure 1: Parallel imaging MR reconstruction eval-
uation PSNR vs. NFE (log scale). Reconstruction
from 1D uniform random x4 acceleration (Zbon-

[2022; [Song et al.| [2023)). In a recent applica-

tion of DDIM for linear image restoration tasks,

tar et al] @)

Wang et al| (2023)) proposed an algorithm dubbed denoising diffusion null-space models (DDNM),
where one-step null-space modification is made to impose consistency. However, the sampling
strategy is not successful in practical large-scale medical imaging contexts when the forward model
is significantly more complex (e.g. parallel imaging (PI) CS-MRI, 3D modalities). Furthermore, it is
unclear how the algorithm is related to the existing literature of conditional sampling approaches that
take into account the geometry of the manifold (Chung et all,[20224}; [2023a).

On the other hand, in classical optimization literature, Krylov subspace methods have been extensively
studied to deal with large-scale inverse problems due to their rapid convergence rates
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Strakos| |2013)). Specifically, consider a typical linear inverse problem
y = Az, 1

where A is the linear mapping and the goal is to retrieve  from the measurement y. Without loss
of generality, throughout the paper we assume that A in (I)) is square. Otherwise, we can obtain
an equivalent inverse problem with symmetric linear mapping A as § := A*y = A*Ax := Awx.
This is because the solution to the normal equation A* Az = A*y is indeed a solution to Az =y
if A* has full column rank, which holds in most of the ill-posed inverse problem cases. Given an
initial guess &, Krylov subspace methods seek an approximate solution a(*) from an affine subspace
& + K, where the [-th order Krylov subspace K; is defined by

K; := Span(b, Ab,--- ,A'""'b), b:=y— Az )

For example, the conjugate gradient (CG) method is a special class of the Krylov subspace method
that minimizes the residual in the Krylov subspace. Krylov subspace methods are particularly useful
for large-scale problems thanks to their fast convergence (Liesen & Strakos| 2013).

Inspired by this, here we are interested in developing a method that synergistically combines Krylov
subspace methods with diffusion models such that it can be effectively used for large-scale inverse
problems. Specifically, based on a novel observation that a diffusion posterior sampling (DPS) (Chung
et al.,|2023a) with the manifold constrained gradient (MCG) (Chung et al.,|2022a)) is equivalent to
one-step projected gradient on the tangent space at the “denoised" data by Tweedie’s formula, we
provide multi-step update scheme on the tangent space using Krylov subspace methods. Specifically,
we show that the multiple CG updates are guaranteed to remain in the tangent space, and subsequently
generated sample with the addition of the noise component can be correctly transferred to the next
noisy manifold. This eliminates the need for the computationally demanding MCG while permitting
multiple economical CG steps at each ancestral diffusion sampling, resulting in a more efficient
DDIM sampling. Our analysis holds for both variance-preserving (VP) and variance-exploding (VE)
sampling schemes.

The combined strategy, dubbed Decomposed Diffusion Sampling (DDS), yields better performance
with much-reduced sampling time (20~50 NFE, x80 ~ 200 acceleration; See Fig. [T|for comparison,
Fig. 2] for representative results), and is shown to be applicable to a variety of challenging large scale
inverse problem tasks: multi-coil MRI reconstruction and 3D CT reconstruction.

2 BACKGROUND

Krylov subspace methods Consider the linear system (I). In classical projection based methods
such as Krylov subspace methods (Liesen & Strakos), [2013)), for given two subspace K and L, we
define an approximate problem to find € K such that

y—Az L L 3

This is a basic projection step, and the sequence of such steps is applied. For example, with non-zero
estimate &, the associated problem is to find @ € & + K such that y — Ax 1 £, which is equivalent
to finding & € K such that

b-—A6 L L, d=x—2, b:=y-—AzZ. @)

In terms of the choice of the two subspaces, the CG method chooses the two subspaces I and L as
the same Krylov subspace:

K = £ = K; := Span(b, Ab,--- , A" 'b). (5)

Then, CG attempts to find the solution to the following optimization problem:
i — Az|? 6
ouin |y — Ax| (©6)

Krylov subspace methods can be also extended to nonlinear problems via zero-finding. Specifically,
the optimization problem min,, #(x) can be equivalently converted to a zero-finding problem of its
gradient, i.e. V¢(x) = 0. If we consider a non-linear forward imaging operator .A(-), we can define
{(x) = ||y — A(x)||? /2. Then, one can use, for example, Newton-Krylov method (Knoll & Keyes),
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2004) to linearize the problem near the current solution and apply standard Krylov methods to solve
the current problem. Now, given the optimization problem, we can see the fundamental differences
between the gradient-based approaches and Krylov methods. Specifically, gradient methods are based
on the iteration:

2D = 20 v _¢(x®) (7
which stops updating when V¢ (w(i)) ~ 0. On the other hand, Krylov subspace methods try to find
x € K; by increasing [ to achieve a better approximation of V¢(x) = 0. This difference allows

us to devise a computationally efficient algorithm when combined with diffusion models, which we
investigate in this paper. See Appendix [A.2]fur further mathematical background.

Diffusion models Diffusion models (Ho et al.,2020) attempt to model the data distribution pgata ()
by constructing a hierarchical latent variable model

po(@o /Pa (zT) Hp (zi—1|@e) dv:r, ®)

where (.1} € R? are noisy latent variables that have the same dimension as the data random
vector 2y € R?, defined by the Markovian forward conditional densities

(Cvt\fvt 1 $t|\/ tLt— 1, 1 - 5:& ) )
Q(ﬁct|$0) = N(z|[Vauzo, (1 — a)I). (10)
Here, the noise schedule 3; is an increasing sequence of ¢, with &, := HE:I ag, o = 1 — 4.

Training of diffusion models amounts to training a multi-noise level residual denoiser (i.e. epsilon
matching)

. t
mln Eth(I(mt\7170)7mo~Pdata(m0)7€NN(07I) {Heg) )(wt) - 6”%} )

such that e( )( ) = 2t \/Q" 9. Furthermore, it can be shown that epsilon matching is equivalent to

the denoising score matching (DSM) (Hyvirinen & Dayan, [2005; |Song & Ermon), 2019)) objective up
to a constant with different parameterization

min B, ag.c |18 (@) = Va, log a(@ilzo) 13 (an

such that sgi) (zy) ~ wt;l/(‘z‘wo = egi) (x¢)/+/1 — &;. For notational simplicity, we often denote
(t)

8¢, €, & instead of 8( )(a:t) eét*) (x¢), x,. (1), representing the estimated score, noise, and noiseless
image, respectively. Samphng from (8] can be implemented by ancestral sampling, which iteratively

performs

1 1— oy -
= — € 12
i1 o <$t m&s) + Bie, (12)
where 3; := Ia;t L B;.

One can also view ancestral sampling (12) as solving the reverse generative stochastic differential
equation (SDE) of the variance preserving (VP) linear forward SDE (Song et al.,[2021b). Additionally,
one can construct the variance exploding (VE) SDE by setting q(z+|z¢) = N (x¢|xo, 021 ), which
is in a form of Brownian motion. In Appendix we further review the background on diffusion
models under the score/SDE perspective.

DDIM Seen either from the variational or the SDE perspective, diffusion models are inevitably
slow to sample from. To overcome this issue, DDIM (Song et al.,2021a) proposes another method of
sampling which only requires matching the marginal distributions ¢(x:|x). Specifically, the update
rule is given as follows

i1 = \/@t—l:ﬁt —+ \/ 1 — (jét_l — 7’]26152€é*) (.’Bt) —+ nﬁte, (13)

=/ ai_12¢ + Wy
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where x; is the denoised estimate

1
Ty = (Bét*) (wt) = \/7@7(1% - meé?(fﬂt))a (14)

which can also be equivalently derived from Tweedie’s formula |[Efron| (2011), and w, denotes the

total noise given by
W, = \/1 — a1 — n2B2el) (@) + nfe (15)

In , 1 € [0, 1] is a parameter controlling the stochasticity of the update rule: 7 = 0.0 leads to fully
deterministic sampling, whereas 7 = 1.0 with 8; = /(1 — &;—1)/(1 — &)\/1 — @1 /a1 recovers
the ancestral sampling of DDPMs.

It is important to note that the noise component w; properly matches the forward marginal (Song
et al.| 2021a)). The direction w; of this transition is determined by the vector sum of the deterministic

and the stochastic directional component. Accordingly, assuming optimality of eét*), the total noise

w; in (T3] can be represented by
ﬁ)t == \/].—Oiétflé (16)

for some € ~ AN(0,I) (see Appendix . In other words, is equivalently represented by
Ti—1 = /@12 ++/1 — 41 € for some € ~ N (0, I). Therefore, it can be seen that the difference
between DDIM and DDPM lies only in the degree of dependence on the deterministic estimate of the
noise component with feasible intermediate values n € (0, 1).

3 DECOMPOSED DIFFUSION SAMPLING

Conditional diffusion for inverse problems The conditional diffusion sampling for inverse prob-
lems (Kawar et al.} 2022} |Chung et al.|[2023azb)) attempts to solve the following optimization problem:

in ¢ 17
min {(x) (17)
where ¢(x) denotes the data consistency (DC) loss (i.e., £(x) = ||y — Az||?/2 for linear inverse

problems) and M represents the clean data manifold. Consequently, it is essential to navigate in a
way that minimizes cost while also identifying the correct clean manifold. Accordingly, most of the
approaches use standard reverse diffusion (e.g. (I2)), alternated with an operation to minimize the
DC loss.

Recently, |Chung et al.| (2023a) proposed DPS, where the updated estimate from the noisy sample
x; € M, is constrained to stay on the same noisy manifold M. This is achieved by computing the
MCG (Chung et al., 2022a) on a noisy sample x; € M; as V'9L(x;) := Vg, £(2;), where &; is
the denoised sample in (T4) through Tweedie’s formula. The resulting algorithm can be stated as

follows:
i1 = \/at—l (:f)t — ’yth,ﬁ(ﬁ:t)) + ’lbt (]8)

where v; > 0 denotes the step size. Since parameterized score function e((f*)(mt) is trained with

samples supported on My, e((,t*) shows good performance on denoising x; ~ M, allowing precise
transition to M;_;. Therefore, by performing (I8) from ¢ = T to ¢t = 0, we can solve the
optimization problem with ¢y € M. Unfortunately, the computation of MCG for DPS requires
computationally expensive backpropagation and is often unstable (Poole et al.,[2022; Du et al., 2023).

Key observation By applying the chain rule for the MCG term in (I8), we have

L )
Ve, (@) = %vite(xt)

where we use the denominator layout for vector calculus. Since Vg, (&) is a standard gradient, the

main complexity of the MCG arises from the Jacobian term %'

In the following Propositignm we show that if the underlying clean manifold forms an affine subspace,
then the Jacobian term gii is indeed the orthogonal projection on the clean manifold up to a scale
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factor. Note that the affine subspace assumption is widely used in the diffusion literature that has
been used when 1) studying the possibility of score estimation and distribution recovery (Chen et al.}
2023)), 2) showing the possibility of signal recovery (Rout et al.| 2023ab), and the most relevantly, 3)
showing the geometrical view of the clean and the noisy manifolds (Chung et al., [2022a). Although
it is difficult to assume in practice that the clean manifold forms an affine subspace, it could be
approximated by piece-wise linear regions represented by the tangent subspace at &;. Therefore,
Proposition[T]is still valid in that approximate regime.

Proposition 1 (Manifold Constrained Gradient). Suppose the clean data manifold M is represented
as an affine subspace and assumes the uniform distribution on M. Then,

oz _ 1
9, @PM (19)
Ty — ’thmtg(it) = Pm (i't - Ctvétg(ﬁ:t)) (20)

for some (; > 0, where Py denotes the orthogonal projection to M.

Now, (20) in Proposition [I]indicates that if the clean data manifold is an affine subspace, the DPS
corresponds to the projected gradient on the clean manifold. Nonetheless, a notable limitation of
MCG is its inefficient use of a single projected gradient step for each ancestral diffusion sampling.
Motivated by this, we aim to explore extensions that allow computationally efficient multi-step
optimization steps per each ancestral sampling.

Specifically, let 7; denote the tangent space on the clean manifold at a denoised sample &; in (14).
Suppose, furthermore, that there exists the /-th order Krylov subspace:

K., = Span(b, Ab,--- ,A'""'b), b:=y— A, 1)

such that
Ti=a, + Ky

Then, using the property of CG in (6), it is easy to see that M-step CG update with M < [ starting
from &, are confined in 7; since it corresponds to the solution of
min_ [ly — Az (22)
TET+ KM
and KCp; C Ky when M < [. This offers a pivotal insight. It shows that if the tangent space at each
denoised sample is representable by a Krylov subspace, there’s no need to compute the MCG. Rather,

the standard CG method suffices to guarantee that the updated samples stay within the tangent space.
To sum up, our DDS algorithm is as follows:

-1 = \/@—153;4"11%7 (23)
2, = CG(A*A, Ay, &, M), M <I (24)

where CG(-) denotes the M-step CG for the normal equation starting from ;. In contrast,
DDNM (Wang et al., |2023) for noiseless image restoration problems uses the following update
instead of (24):

@ =T —-ATA)z, + Aly, (25)

where AT denotes the pseudo-inverse of A. Unfortunately, in DDNM does not ensure that the
update signal &, lies in 7; due to AT,

Therefore, for large-scale inverse problems, we find that CG outperforms naive projections
by quite large margins. This is to be expected, as CG iteration enforces the update to stay on 7;
whereas the orthogonal projections in DDNM do not guarantee this property. In practice, even when
our Krylov subspace assumptions cannot be guaranteed, we empirically validate in Appendix
that DDS indeed keeps x; closest to the noisy manifold M, which, in turn, shows that DDS keeps
the update close to the clean manifold M. Moreover, it is worth emphasizing that gradient-based
methods (Jalal et al., 2021} (Chung et al.,|2022aj [2023a)) often fail when choosing the “theoretically
correct” step sizes of the likelihood. To fix this, several heuristics on the choice of step sizes are
required (e.g. choosing the step size « 1/||y — A&||2), which easily breaks when varying the NFE.
In this regard, DDS is beneficial in that it is free from the cumbersome step-size tuning process.
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Supervised U-Net E2E-Varnet Jalal et . Score-MRI
Mask Pattern  Acc. ™ Zhontar ct al J2018] [Sriram etal2020]  (2100) (4000 2 x ¢+) DPS(1000) DDS VP (99)  DDS VP (49) DDS VP (19)
w4 PSNR[d] 27324043 3177089 3296£059 32494210 33254118 30.5640.66 34881074 34614032 32734204

Uniform 1D SSIM 0.66240.17 0.846+0.11 0.856+0.11 0.86840.08 0.85740.08 0.840+0.20  0.954:+0.11 0.956+0.08 0.92740.08
g PSNR[db] 2502221 29.51£0.37 3198£0.35 32194245 32014230 30294033 31624188  30.16£119  30.33£2.35

SSIM 05324005  0.780£0.05 0.828£0.08  0.835:0.16  0.82140.15  0.81140.18  0.876£0.08  0.83040.04  0.89140.16

4 PSNR[db] 3055177 32.66£0.26 34156140 3398+125 34254133 32474109 35124137 35154039  34.63£195

- b SSIM 07894006  0.866+0.12 0878£0.19  0.88140.12  0.885:0.08  0.838+£0.20 0.963+0.15  0.961£0.06  0.95740.09
g PSNRdb] 2798128 31644112 33054200 32764243 32434095 30474232 33274106 33434075 32834129

SSIM  0.747+0.21 0.84120.09 0.868£0.18  0.87040.13  0.855+0.13  0.839+40.16  0.937+0.07  0.94740.15  0.94040.09

g PSNR[db] 29.20:237 2451£0.69 20974124 30974114 3143£1.23  29.65£1.26  339941.30 3455169 32554154

Gaussian 2D SSIM  0.781£0.09  0.724£0.10 0.642£0.08  0.81240.17  0.83140.18  0.7950.12  0.948+0.13  0.95640.15  0.916+0.14
15 PSNRIdb] 2628+228 14.93£3.33 16.66£4.02 2734197 29174098 26304131 27.8641.67 25754177  25.6642.03

0 SSIM 05475019 0372029 04355026 0.69240.13 0704008  0.688+0.11  0.73240.10  0.695£0.09  0.693+0.08

s PSNR[db] 20525126 2089+3.09 2070£3.08 32604188 31984051 31054046 35314079 35364041 35394057

N SSIM  0.5620.11 0.576£0.10 0592£0.18  0.833£0.05  0.816£0.07  0.811£0.08 0.89740.07  0.875£0.09  0.915£0.11

'VD Poisson disk

15 PSNRIdD]  26.19+236 16.0125.59 18824330 30224189 29504122 30024172 34844144 35184097  34.594150

- SSIM 0.510£0.20 0.537+0.21 0.548+0.19 0.749+0.17 0.702+0.15 0.753+0.15 0.934+0.06 0.931+0.05 0.940--0.05

Table 1: Quantitative metrics for noiseless parallel imaging reconstruction. Numbers in parenthesis:
NFE. *: expressed as x2 x C' as the network is evaluated for real/imag part of each coil. Bold: best.
Mean =+ 1 std.

Furthermore, our CG step can be easily extended for noisy image restoration problems. Unlike the
DDNM approach that relies on the singular value decomposition to handle noise, which is non-trivial
to perform on forward operators in medical imaging (e.g. PI CS-MRI, CT), we can simply minimize
the cost function

Lo
(@) = Sy — Azl + S llz - &l3, (26)

by performing CG iteration CG(yA*A + I, &, + yA"y, &, M) in the place of (24), where 7 is
a hyper-parameter that weights the proximal regularization (Parikh & Boyd, 2014). Finally, our
method can also be readily extended to accelerate DiffusionMBIR (Chung et al., [2023b)) for 3D
CT reconstruction by adhering to the same principles. Specifically, we implement an optimization
strategy to impose the conditioning:

1
min 2 || Az — y[l5 + A D=2l 27)

where D, is the finite difference operator that is applied to the z-axis that is not learned through the
diffusion prior, and unlike Chung et al.|(2023b)), the optimization is performed in the clean manifold
starting from the denoised &; rather than the noisy manifold starting from x;. As the additional
prior is only imposed in the direction that is orthogonal to the axial slice dimension (xy) captured by
the diffusion prior (i.e. manifold M), can be solved effectively with the alternating direction
method of multipliers (ADMM) (Boyd et al.,[2011) after sampling 2D diffusion slice by slice. See
Appendix [C]for details in implementation.

4 EXPERIMENTS

Problem setting. We have the following general measurement model (see Fig. 3] for illustration of
the imaging physics).

y = PTsx =: Az, y € C", A € C"*%, (28)

where P is the sub-sampling matrix, 7" is the discrete transform matrix (i.e. Fourier, Radon), and
s = I when we have a single-array measurement including CT, and s = [s(l), ceey s(c)] when we
have a c—coil parallel imaging (PI) measurement.

We conduct experiments on two distinguished applications—accelerated MRI, and 3D CT recon-
struction. For the former, we follow the evaluation protocol of |(Chung & Ye| (2022) and test our
method on the fastMRI knee dataset (Zbontar et al., 2018) on diverse sub-sampling patterns. We
provide comparisons against representative DIS methods Score-MRI (Chung & Ye, [2022), Jalal et al.
(2021), DPS (Chung et al., [2023a). Notably, for DPS, we use the DDIM sampling strategy to show
that the strength of DDS not only comes from the DDIM sampling strategy but also the use of the
sampling together with the CG update steps. The optimal 7 values for DPS (DDIM) are obtained
through grid search. We do not compare against (Song et al.,[2022)) as the method cannot cover the
multi-coil setting. Other than DIS, we also compare against strong supervised learning baselines:
E2E-Varnet (Sriram et al., 2020), U-Net (Zbontar et al.,[2018); and compressed sensing baseline: total
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variation reconstruction (Block et al.,|2007)). For the latter, we follow |Chung et al.|(2023b) and test
both sparse-view CT reconstruction (SV-CT), and limited angle CT reconstruction (LA-CT) on the
AAPM 256x256 dataset. We compare against representative DIS methods DiffusionMBIR (Chung
et al., 2023b), Song et al.| (2022), MCG (Chung et al.l 2022a), and DPS (Chung et al.| 2023a));
Supervised baselines [Lahiri et al.|(2022) and FBPConvNet (Jin et al.,[2017)); Compressed sensing
baseline ADMM-TV. For all proposed methods, we employ M = 5, n = 0.15 for 19 NFE, n = 0.5
for 49 NFE, n = 0.8 for 99 NFE unless specified otherwise. While we only compare against a single
CS baseline, it was reported in previous works that diffusion model-based solvers largely outperform
the classic CS baselines (Jalal et al.} 2021 Luo et al.}2023), for example, L1-wavelet (Lustig et al.,
2007) and L1-ESPiRiT (Uecker et al.,|2014). For PI CS-MRI experiments, we employ the rejection
sampling based on a residual-based criterion to ensure stability. Further experimental details can be
found in appendix [G|

4.1 ACCELERATED MRI

Improvement over DDNM. Fixing the sampling strategy the same, we inspect the effect of the
three different data consistency imposing strategies: Score-MRI (Chung & Ye, |2022)), DDNM (Wang
et al.,[2023)), and DDS. For DDS, we additionally search for the optimal number of CG iterations
per sampling step. In Tab. 2| we see that under the low NFE regime, the score-MRI DC strategy
has significantly worse performance than the proposed methods, even when using the same DDIM
sampling strategy. Moreover, we see that overall, DDS outperforms DDNM by a few db in PSNR. We
see that 5 CG iterations per denoising step strike a good balance. One might question the additional
computational overhead of introducing the iterative CG into the already slow diffusion sampling.
Nonetheless, from our experiments, we see that on average, a single CG iteration takes about 0.004
sec. Consequently, it only takes about 0.2 sec more than the analytic counterpart when using 50 NFE
(Analytic: 4.51 sec vs. CG(5): 4.71 sec.).

Improvement on VE (Chung & Ye,

2022). Keeping the pre-trained model DDS

o . (ours)
intact from [Chung & Ye| (2022), we switch Score-MRI DDNM ———————
from the Score-MRI samplmg to Algorithm 5} PSNR[db] 2648  31.36 31.51 33.78 34.61 32.48
and report on the reconstruction results from SSIM 0688 0932 0.934 0.952 0.956 0.949

uniform 1D x4 accelerated measurements in
Tab. Note that Score-MRI uses 2000 PC  Table 2: Ablation study on the DC strategy. 49
as the default setting, which amounts to 4000 NFE VP DDIM sampling strategy, uniform 1D x4
NFE, reaching 33.25 PSNR. We see almost no  4¢¢. reconstruction.

degradation in quality down to 200 NFE, but

the performance rapidly degrades as we move down to 100, and completely fails when we set
the NFE < 50. On the other hand, by switching to the proposed solver, we are able to achieve
the reconstruction quality that better than Score-MRI (4000 NFE) with only 100 NFE sampling.
Moreover, we see that we can reduce the NFE down to 30 and still achieve decent reconstructions.
This is a useful property for a reconstruction algorithm, as we can trade off reconstruction quality
with speed. However, we observe several downsides of using the VE parameterization including
numerical instability with large NFE, which we analyze in detail in appendix [F}

Parallel Imaging with VP parameterization (Noiseless). We conduct thorough PI reconstruction
experiments with 4 different types of sub-sampling patterns following |[Chung & Ye|(2022). Algo-
rithm [2] in supplementary material is used for all experiments. Quantitative results are shown in
Tab. [T (Also see Fig. [7]for qualitative results). As the proposed method is based on diffusion models,
it is agnostic to the sub-sampling patterns, generalizing well to all the different sampling patterns,
whereas supervised learning-based methods such as U-Net and E2E-Varnet fail dramatically on 2D
subsampling patterns. Furthermore, to emphasize that the proposed method is agnostic to the imaging
forward model, we show for the first time in the DIS literature that DDS is capable of reconstructing
from non-cartesian MRI sub-sampling patterns that involve non-uniform Fast-Fourier Transform
(NUFFT) (Fessler & Sutton, 2003)). See Appendix @

In Tab. [Il we see that DDS sets the new state-of-the-art in most cases even when the NFE is
constrained to < 100. Note that this is a dramatic improvement over the previous method |(Chung &
Ye| (2022), as for parallel imaging, Score-MRI required 120k(C = 15) NFE for the reconstruction
of a single image. Contrarily, DDS is able to outperform score-MRI with 49 NFE, and performs
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8-view d-view 2-view
Axial” Coronal Sagittal Axial® Coronal Sagittal Axial” Coronal Sagittal

Method PSNR 1 SSIM T PSNR 1 SSIM 1 PSNR 1 SSIM1  PSNR 7 SSIM 1 PSNR 1 SSIM 1 PSNR T SSIM 7 PSNR 1 SSIM 1 PSNR 1 SSIM 1 PSNR 1 SSIM
DDS VP (19) 3231 0904 3582 0975 3303 0931 3059 0906 3038 0947 27.90 0903 2543 0844 2438 0.862 2210 0.769
DDS VP (49) 3386 0930 3539 0974 3297 0937 3148 0918 30.81 0949 2843 0900 2585 0.857 2460 0871 22.69 0.791
DDS VE (99) 3343 0932 3435 0972 3201 0935 3123 0915 30.62 0958 2852 0914 2509 0833 2415 0855 2226 0.785
DiffusionMBIR (Chung ct al.|2023b] (4000) 3349 0942 35.18 0967 3218 0910  30.52 0914 3009 0938 27.89 0871 2411 0810 2315 0841 2172 0.766
DPS (Chung et al.} 2023a] (T000) 2786 0858 27.07 0860 23.66 0744 2696 0842 2609 0817 2270 0737 2216 0773 2156 0784 19.34 0.698
Score-Med (Song et al.12022] (4000) 2010 0882 27.93 0875 2423 0759 2820 0867 2748 0889 2508 0783 2407 0808 2370 0822 2095 0.720
MCG (Chung et al. |[2022a| (4000) 2861 0873 2805 0884 2445 0765  27.33 0855 2652 0863 2304 0745 2469 0821 2352 0806 2071 0.685
Lahiri ct al. /(2022 2138 0711 2389 0769 2081 0716 2037 0652 2141 0721 1840 0665 1974 0631 1992 0720 1734 0650
FBPConvNet (Jin ct al.J2017 1657 0553 19.12 0774 1811 0714 1645 0529 1947 0713 1548 0610 1631 0521 1705 0521 1107 0483
ADMM-TV 1679 0645 1895 0772 1727 0716 1359 0618 1523 0682 1460 0638 1028 0409 1377 0616 1149 0553

Table 4: Quantitative evaluation of SV-CT on the AAPM 256 x256 test set (mean values; std values
in Tab.. (Numbers in parenthesis): NFE, Bold: best.

on par with score-MRI with 19 NFE. Even disregarding the additional x2C more NFEs required
for score-MRI to account for the multi-coil complex valued acquisition, the proposed method still
achieves x80 ~ x200 acceleration. We note that on average, our method takes about 4.7 seconds for
49 NFE, and about 2.25 seconds for 19 NFE on a single commodity GPU (RTX 3090).

Noisy multi-coil MRI reconstruction. One of

the most intriguing properties of the proposed Mask Pattern  Acc. TV DPS (1000) DDS VP (49)
DDS is the ease of handling measurement noise 4 PSNRIdb] 2419 2440 29.47
without careful computation of singular value Uniform 1D SSIM__ 0.687 _ 0.656 0866
I L4 - PSNR [db] 23.02  24.60 2677
decomposition (SVD), Wthh is non-trivial to X8 "UCoIM 0638 0.666 0.827
perform for our tasks. With (26)), we can solve g PSNRId] 23.07 2348 3095
it with CG, arriving at Algorithm [3]in supple- VD Poisson disk SSIM_ 0609 0592 0:890
: : PSNR [db] 20.92  23.57 2936
mentary material. For comparison, methods that XI5 G 0554 060 i

try to cope with measurement noise via SVD in
the diffusion model context (Kawar et al., 2022} Table 3: Quantitative metrics for noisy parallel
Wang et al.| 2023) are not applicable and cannot imaging reconstruction. Numbers in parenthesis:
be compared. One work that does not require NFE.

computation of SVD and hence is applicable is

DPS (Chung et al., 2023a)) relying on backpropagation. To test the efficacy of DDS on noisy inverse
problems, we add a rather heavy complex Gaussian noise (¢ = 0.05) to the k-space multi-coil
measurements and reconstruct with Algorithm 3| by setting v = 0.95 found through grid search. In
Tab. 3] we see that DDS far outperforms DPS (Chung et al., [2023a) with 1000 NFE by a large margin,
while being about x40 faster as DPS requires the heavy computation of backpropagation.

4.2 3D CT RECONSTRUCTION

Sparse-view CT. Similar to the accelerated MRI experiments, we aim to both 1) improve the original
VE model of |Chung et al.[|(2023b)), and 2) train a new VP model better suitable for DDS. Inspecting
Tab. [ we see that by using Algorithm[6]in supplementary material, we are able to reduce the NFE
to 100 and still achieve results that are on par with DiffusionMBIR with 4000 NFE. However, we
observe similar instabilities with the VE parameterization. Additionally, we find it crucial to initialize
the optimization process with CG and later switch to ADMM-TV using a CG solver for proper
convergence (see appendix [E.2] for discussion). Switching to the VP parameterization and using
AlgorithmE], we now see that DDS achieves the new state-of-the-art with < 49 NFE. Notably, this
decreases the sampling time to ~ 25 min for 49 NFE, and ~ 10 min wall-clock time for 19 NFE on a
single RTX 3090 GPU, compared to the painful 2 days for DiffusionMBIR. In Tab.[/| we see similar
improvements that were seen from SV-CT, where DDS significantly outperforms DiffusionMBIR
while being several orders of magnitude faster.

5 CONCLUSION

In this work, we present Decomposed Diffusion Sampling (DDS), a general DIS for challenging
real-world medical imaging inverse problems. Leveraging the geometric view of diffusion models and
the property of the CG solvers on the tangent space, we show that performing numerical optimization
schemes on the denoised representation is superior to the previous methods of imposing DC. Further,
we devise a fast sampler based on DDIM that works well for both VE/VP settings. With extensive
experiments on multi-coil MRI reconstruction and 3D CT reconstruction, we show that DDS achieves
superior quality while being > x 80 faster than the previous DIS.
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Ethics Statement We recognize the profound potential of our approach to revolutionize diagnostic
procedures, enhance patient care, and reduce the need for invasive techniques. However, we are
also acutely aware of the ethical considerations surrounding patient data privacy and the potential
for misinterpretation of generated images. All medical data used in our experiments were publicly
available and fully anonymized, ensuring the utmost respect for patient confidentiality. We advocate
for rigorous validation and clinical collaboration before any real-world application of our findings, to
ensure both the safety and efficacy of our proposed methods in a medical setting.

Reproducibility Statement For every different application and different circumstances (noise-
less/noisy, VE/VP, 2D/3D), we provide tailored algorithms(See Appendix. [C[E) to ensure maximum
reproducibility. All the hyper-parameters used in the algorithms are detailed in Section [4] and
Appendix[g Code is open-sourced at https://github.com/HJ-harry/DDS.
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A PRELIMINARIES

A.1 DIFFUSION MODELS

Let us define a random variable @y ~ p(€p) = Pdata(To), Where pgat. denotes the data distri-
bution. In diffusion models, we construct a continuous Gaussian perturbation kernel p(z:|zo) =
N (zy; 840, s7021) with t € [0, 1], which smooths out the distribution. As ¢ — 1, the marginal
distribution p;(a;) is smoothed such that it approximates the Gaussian distribution, which becomes
our reference distribution to sample from. Using the reparametrization trick, one can directly sample

Ty = 510 + si00z, =z~ N(0,1). (29)

Diffusion models aim to revert the data noising process. Remarkably, it was shown that the data
noising process and the denoising process can both be represented as a stochastic differential equation
(SDE), governed by the score function V, logp(x;) (Song et al.l |2021b; |[Karras et al. [2022).
Namely, the forward/reverse diffusion SDE can be succinctly represented as (assuming s; = 1 for
simplicity,

dwi = —é’tO'tth logp(:ct) dt + dtatth 1ng($t) dt + (j'tO'td’U)t, (30)

where w; is the standard Wiener process. Here, the + sign denotes the forward process, where (30)
collapses to a Brownian motion. With the — sign, the process runs backward, and we see that the score
function V5, log p(x;) governs the reverse SDE. In other words, in order to run reverse diffusion
sampling (i.e. generative modeling), we need access to the score function of the data distribution.

The procedure called score matching, where one tries to train a parametrized model sy to approximate
V., log p(x:) can be done through score matching (Hyvirinen & Dayan, 2005). As explicit and
implicit score matching methods are costly to perform, the most widely used training method in the
modern sense is the so-called denoising score matching (DSM) (Vincent, [2011])

N B, ao.c |55 (@) ~ Vi, log plailz0) 3] G31)

which is easy to train as our perturbation kernel is Gaussian. Once sy~ is trained, we can use it as a
plug-in approximation of the score function to plug into (30).

The score function has close relation to the posterior mean E[x|x;], which can be formally linked
through Tweedie’s formula

Lemma 1 (Tweedie’s formula). Given a Gaussian perturbation kernel p(xi xg) =
N (xy4; 1o, 021 ), the posterior mean is given by

Eleofed = (@ + 07 Vs, log () (32)
Proof.
Vo, log pl(y) = W (33)
- @v Pl |20)p(0) deo (34)
- ]ﬁ / Va0l |20)p(0) dg (35)
- p(it) [ plada0) ¥, logplizo)peo) dao (36)
— [ planlw) Ve, g p(ailz0) day (37)
- / p(a:dwﬁ%t;wt do (38)
_ StE[wO;;t]—% (39)
O
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In other words, having access to the score function is equivalent to having access to the posterior
mean through time ¢, which we extensively leverage in this work.

A.2 KRYLOV SUBSPACE METHODS

Consider the problem y = Ax, where «, y € R, and we have a square matrix A € RV*N_ We
define a fixed point iteration

x=Bzx+y, B:=I-D'Ag:=D 'y, (40)
where D is some diagonal matrix. One can show that the iteration in converges to the solution

of z* = A~ y if and only if p(B) < 1, where p(-) denotes the spectral norm of the matrix. More
specifically, we further have that

limsup ||z, — z*||'/™ < p(B). 41
n—oo
Here, unless we know the solution «*, we cannot compute the error vector
d, =z, —x*. (42)
Instead, however, what we have access to is the residual
by =y — Az, = —Ad,,. (43)
For simplicity, let D = I and thus B = I — A. The residual now becomes
b, =y— Az, = Bz, +y — x, =Tpt1 — Tn. (44)
Then, with @I), the Jacobi iteration reads
Tpi1 =T, +by, (45)
bni1 :=b, — Ab, = Bb,. (46)
This also implies the following
b, € Span(b, Ab,--- , A"b) 47)
x, € xo + Span(b, Ab,--- , A" 'b), (48)

with the latter obtained by shifting the subspace of b,,_;. The Krylov subspace is exactly defined by
this span, i.e. KC,,(A) := Span(b, Ab,--- , A"b).

In Krylov subspace methods, the idea is to generate a sequence of approximate solutions x,, €
o + K, (A) of Az = y, so that the sequence of the residuals b,, € IC,,+1(A) converges to the zero
vector.

B PROOFS

Lemma 2 (Total noise). Assuming optimality of eét*), the total noise wy in can be represented by

ﬂ}t == \/1—6%,1% (49)
for some € ~ N(0,1I). In other words, is equivalently represented by x;_1 = \/Qs_ 1T+ +
V1 —ay_1€for some € ~ N(0,1).

Proof. Given the independence of the estimated €; and the stochastic € ~ N(0, I') along with the
Gaussianity, the noise variance in l) isgivenas 1 — ay_1 — n*B7 + n?B = 1 — ay_1, recovering
a sample from g(x;_1|xo). O

Proposition 1 (Manifold Constrained Gradient). Suppose the clean data manifold M is represented
as an affine subspace and assumes the uniform distribution on M. Then,

oz, 1
om — UM (19)
T — ’ytthg(:i:t) = Pm ((i't - Ctvitg(fﬂt)) (20

for some (; > 0, where P denotes the orthogonal projection to M.
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Proof. First, we provide a proof for (19). Thanks to the forward sampling ;1 = /@_1o +
v/1 — a:_1€, we can obtain the closed-form expression of the likelihood:

- = 2
L ox (nwt Valha| ) 50)

p(xe|T0) = 2r(1 — a(t)))4/2 2(1 — a(t))

which is a Gaussian distribution. Using the Bayes’ theorem, we have

p(@:) = / p(@ilao)p(xo)dzo. 51)

According to the assumption, p(xg) is a uniform distribution on the subspace M. To incorporate this
in (51)), we first compute p(x;) by modeling p(x() as the zero-mean Gaussian distribution with the
isotropic variance o2 and then take the limit ¢ — oco. More specifically, we have

_ [Pzl
p(xo) = ro?)i2 exp (— 507 , (52)

where we use Paxg = g as xg € M. Therefore, we have

p(xt, o) = p(i|20)P(T0)

1 1
= @i = ()1 (@ro2yz O (@ o)

where
d(wt;w())
_ Py n [Prmzo® n [Pr: — v/ a(t)Pmzol®
2(1 — a(t)) 202 2(1 — a(t))
_ Ppmz0 — wll® | IIPEd® + )| P |?
2s(t) 2(1 — a(t))
and
(1 at) \ '
0= (3 2at) <53>
a(t)
I—a(t)
M= T—a@ Tt (54)
o+ l—g()t)
t) = ! 55
e 2

1—a(t)
Therefore, after integrating out with respect to xy, we have

_Pud + c(t)[|Pae |

| = t.
ogp(xt) 20 —a(t)) + cons
leading to
1 c(t)
Va1 = Py, - —7
Furthermore, using , for the uniform distribution we have lim, _,, ¢(t) = 0. Therefore,

) 1
ah—>H§o Ve, logp(x:) = —177&@)7)/%43%

Now, using Tweedie’s denoising formula in (I4)), we have

1

= (@ - VI—azel) (xy)) (56)
1

= = (e + (1 — @) Vg, logp(xy)) (57)
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where we use ® ©
g (T1) = Vg, logp(x:) = —€y2 (w1)/V1 — Gy

Accordingly, we have

1
& (2 — Pryxt) = ——Pms (58)

1
CVar Var
Therefore, we have
oxy 1

- . 59
D, \/c’TtPM (59

Second, we provide a proof for (20). Since &; € M, we have &; = Pa(&;. Thus, using (59), we
have

. . . ox .
Ty — ’thwtg(ﬂ%) = &t — ’Ytaimtvmg(iﬂt)
t

~ Yt N
= PVl
’PM.’I}t & M . (.’Bt)
= Pm (2 — (Ve l(24))

where ¢; := v:/+/a:. QE.D. O

For score functions trained in the context of DDPM (VP-SDE), DDIM sampling of can directly
be used. However, for VE-SDE that was not developed under the variational framework, it is unclear
how to construct a sampler equivalent of DDIM for VP-SDE. As one of our goals is to enable the
direct adoption of pre-trained diffusion models regardless of the framework, our goal is to devise a
fast sampler tailored for VE-SDE. Now, the idea of the decomposition of DDIM steps can be easily
adopted to address this issue.

First, observe that the forward conditional density for VE-SDE can be written as g(x:|xg) =
N (x¢|xo,02T), where o is taken to be a geometric series following |Song et al. (2021b). This
directly leads to the following result:

Proposition 2 (VE Decomposition). The following update rule recovers a sample from the marginal
q(xi—1|xo) V1 € [0, 1]. ) )
Ty =Tt + Wy (60)

where

it =@ + Ut2‘§t (61)

wy = —Ut—lo’t\/mét +o1_1nPre (62)

Proof. From the equivalent parameterization as in (I4), we have the following relations in VE-SDE

N T — Ty

St = 0_t2 (63)

& =TT o3 (64)
Ot

it :ZEt-i-O'tht. (65)

Plugging in, we have

T =% +0op1\/1— BQUzét + at_mﬁe. (66)

Since the variance can be now computed as

(at_n/ 1- 52772) 2+ (inB)” =021, (67)

i1~ q(xi_1; 24,07 1I) = q(x4_1|x0) by the assumption. O
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Again, &; arises from Tweedie’s formula. Withp = 1 and 3 = 1 — 02, /02, we can recover the
original VE-SDE, whereas = 0 leads to the deterministic variation of VE-SDE, which we call
VE-DDIM. We can now use the usual VP-DDIM (13 or VE-DDIM (60) depending on the training
strategy of the pre-trained score function.

Here, we present our main geometric observations in the VE context, which are analogous to
Proposition[T]and Lemma 2] Their proofs are straightforward corollaries, and hence, are omitted.

Proposition 3 (VE-DDIM Decomposition). Under the same assumption of Proposition|l| we have

oz, P (68)
8%'75

&y — Ve l(@) = Pum (@ —nVa (@) (69)
where P denotes the orthogonal projection to the subspace M.
Accordingly, our DDS algorithm for VE-DDIM is as follows:

T = @+, (70)
2, = CG(A*A, A%y, &y, M), M <I (71)

where CG(-) denotes the M -step CG for the normal equation starting from &;.

C ALGORITHMS

In the following tables, we list all the DDS algorithms used throughout the manuscript. For simplicity,
we define CG(A, y, x, M) to be running M steps of conjugate gradient steps with initialization . For
completeness, we include a pseudo-code of the CG method in Algorithm. [I]that is used throughout
the work.

Algorithm 1 Conjugate Gradient (CG)

Require: Ay, xo, M
1: 1o < b— A.’BQ

2: Po < bg

3: fori:O:KT— 1do
. TrT

4. Qf pT Apy

5 Tpy1 < T + Py

6: T+l (*;I’k — OzkApk
. TET

7: ﬁk — T'ka

8: Pry1 < beyr + BrPs

9: end for
10: return x

D DISCUSSION ON CONDITIONING

Projection type Methods that belong to this class aim to directly replaceﬂ what we have in the range
space of the intermediate noisy a; with the information from the measurement y. Two representative
works that utilize projection are Chung & Ye|(2022) and Song et al.|(2022). In|Chung & Ye|(2022),
we use

x, = (I - AT Az} + Aly, (72)

where the information from y will be used to fill in the range space of A'. However, this is clearly
problematic when considering the geometric viewpoint, as the sample may fall off the noisy manifold.

'Both hard (Chung & Ye} 2022) or soft (Song et al.,[2022) constraints can be utilized.

17



Published as a conference paper at ICLR 2024

Algorithm 2 DDS (PI MRI; VP; noiseless)

Require: €y, N, {a;}Y | ,n, A, M
1: xy ~ N(O, I)
2: fort =N :2do
3: ét < €p+ (ar:t)
> Tweedie denoising
ét — (iBt — \/1 — dtét)/\/a
> Data consistency
2, + CG(A™A, Ay, &y, M)
e~ N(0,1)
> DDIM sampling

10: Tio1 < JSA12y — V91— — 7725152@ + UBtG

R e A A

11: end for

12: xg (5131 — \/1 — (v1 €p~ (.’Bl))/\/a

13: return x

Algorithm 3 DDS (PI MRI; VP; noisy)

Require: ey, N, {o;}Y |, n, A, M,~
1: xy ~ N(O, I)
2: fort =N :2do
€ — €g-(xy)
> Tweedie denoising
ét — (wt — 1-— dtét)/\/dt
> Data consistency
ACG — I+ "YA*A
ypG <— ét + 'YA*y .
mt F CG(ACG, yCG’ xt, M)
e ~N(0,1)
> DDIM sampling

12: 1 < \/@tflii':; — 1-— a1 — nQBtQét + nBtE
13: end for

14: To < (21 — /1 — areg+ (1)) /a1

15: return x

TYRIUNRE®

—_——

Gradient type In the Bayesian reconstruction perspective, it is natural to incorporate the gradi-
ent of the likelihood as Vlog p(x;|y) = Vlogp(x:) + Vlog p(y|x,). Here, while one can use
Vlogp(a:) ~ sp= (), V1ogp(y|x:) is intractable for all ¢ # 0 (Chung et al., 2023a), one has to
resort to approximations of V log p(y|x;). In a similar spirit to Score-MRI (Chung & Ye, 2022), one
can simply use gradient steps of the form

z =z, — §AT(y — Azy), (73)
where &, is the step size (Jalal et al.,2021). Nevertheless, V5, log p(x|y) is far from Gaussian as 4
gets further away from 0, and hence is hard to interpret nor analyze what the gradient steps in the

direction of A*(y— Ax}) is leading. Albeit not in the context of MRI, a more recent approach (Chung
et al.,[2023a)) proposes to use

@y =, — Ve, ||y — A&y |3 (74)

As &;41 is the Tweedie denoised estimate and is free from Gaussian noise, can be thought of as
minimizing the residual on the noiseless data manifold M. However, care must be taken since taking
the gradient with respect to x; corresponds to computing automatic differentiation through the neural
net sg«, often slowing down the compute by about x2 (Chung et al.,2023a)).

T2I vs. DIS For the former, the likelihood is usually given as a neural net-parameterized function
pe(ylz) (e.g. classifier, implicit gradient from CFG), whereas for the latter, the likelihood is given as
an analytic distribution arising from some linear/non-linear forward operator (Kawar et al., 2022
Chung et al., 2023a).
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Algorithm 4 DDS (3D CT recon; VP)

Require: €0+, N, {Ut}zjfila m, A, M, {)‘t}ivzl
1: xy ~ N(O, O’%I)
zn + torch.zeros_like(zy)
wy  torch.zeros_like(xy)
for: =N :2do
ét < €p+ (lEt)
> Tweedie denoising
.’f}t — (mt — \/1 — O_étét)/\/O_Tt
> Data consistency
9: A+ ATA+pD'D,
10: b — ATy + pDZT(Zt-s-l — Wii)
11: ﬁ}; (—CG(AC(;,bC(;,:i't,M)
12: Zt eS)\t/p(Dzﬁsi+wt+1)
13: Wi < Wiy + DZQASQ — Z¢
14: > DDIM sampling

15: @y Jaad, — 1 — a1 — n?[2e + npie
16: end for

17: ®y < (iBl — ME()* ($1))/\/a

A A

Algorithm 5 DDS (PI MRI; VE)

Require: Sp*, Na {Ut}zjf\’:h m, Aa M
1t xy ~ N(0,0’%I)
2: fort =N :2do
3: ‘§t < Sp+ (.’Et)

4: > Tweedie denoising

5: Xy T + 0789 (T4)

6: > Data consistency

7: &, + CG(A*A, A™y, &y, M)

8: e~ N(0I)

9: > DDIM sampling
10: Ty Xy —0p_100\/ 1 — B2n28; + 04_1€
11: end for

12: To < x1 + 0289-(T1)
13: return x

E ALGORITHMIC DETAILS

We provide the VP counterpart of the DDS VE algorithms presented in Algorithm[5][6]in Algorithm 2J4]
The only differences are that the model is now parameterized with €y that estimates the residual noise
components and that we have a different noise schedule.

E.1 ACCELERATED MRI

As stated in section 4.1} using > 200 NFE when using Algorithm [5]degrades the performance due to
the numerical instability. To counteract this issue, we use the same iteration until i < N/50 =: k,
and directly acquire the final reconstruction by Tweedie’s formula:

xro = T} + 0239*(:%) (75)
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Algorithm 6 DDS (3D CT recon; VE)

Require: sg-, N, {0} ,n, A, M, {\ Y,
1: xy ~ N(0,0’%I)
2: zy « torch.zeros_like(xy)
3: wy « torch.zeros_like(xy)
4: fort =N :2do
: ét < Sp= (.’.Ut)

5

6: > Tweedie denoising

7: it (*mtﬁ’U?Sg*(ﬂ:t)

8: > Data consistency

9.0 Ag+— ATA+pDTD,

10: b — ATy + pDZT(th — Wii)
11: ﬁ}; (—CG(AC(;,bC(;,:i’t,M)

12: Zt %S/\t/p(Dz:i:2+wt+1)
13: Wi < Wiy + DZCACQ — Z¢

14: > DDIM sampling

15: Ti_1 (—:f?; —at_lot\/l—52n2.§t+at_1e

16: end for
17: @y <+ @1 + 028+ (1)
18: return x

(a) 3D SV-CT (b) Multi-coil CS-MRI

forward measure Reconstructed forward measure

Reconstructed :

reconstruction reconstruction

Measurement

r

Under-sampling Coil sensitivity

View 4 Niew #

Sinogram space view

Voxel space view
’4—2 ........ -

Measurement Reconstructed Coil #1 Coil #2 Coil #N

* in k-space

Measurement

Figure 3: Illustration of the imaging forward model used in this work. (a) 3D sparse-view CT:
the forward matrix A transforms the 3D voxel space into 2D projections. (b) Multi-coil CS-MRI:
the forward matrix A first applies Fourier transform to turn the image into k-space. Subsequently,
sensitivity maps are applied as element-wise product to achieve multi-coil measurements. Finally, the
multi-coil measurements are sub-sampled with the masks.

E.2 3D CT RECONSTRUCTION

Recall that to perform 3D reconstruction, we resort to the following optimization problem (omitting
the indices for simplicity)

. N ST N
z :argAmlngﬂAw—yH%—i—)\HDZ:cHl. (76)
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One can utilize ADMM to stably solve the above problem. Here, we include the steps to arrive at
Algorithms [6]4] for completeness. Reformulating into a constrained optimization problem, we have

o1 )
min - lly — A5+ Allz[) 77
T,z
st. z=D,z. (78)
Then, ADMM can be implemented as separate update steps for the primal and the dual variables
. _ 1 Az 124 P . 2
Tj41 = argmin glly — Az;|; + Sl1D.&; — 25 + wl (79)
#je1 = argmin A1y + 2| D&, — 2 + w3 (80)
’LUj+1 = ’U}j -+ Dzij—i-l — Zj+1. (81)

We have a closed-form solution for (79)

41 =(ATA+pDI D) (ATy + pDI(z — w)), (82)
which can be numerically solved by iterative CG
Zj41 = CG(Acg, beg, 5, M) (83)
Acq:=ATA+pD'D, (84)
beg = Ay + pDI(z — w). (85)

Moreover, as (80) is in the form of proximal mapping (Parikh & Boyd} [2014), we have that
Zj+1 :S,\/p(DZ$+U)) (86)
Thus, we have the following update steps
211 = CG(Acg, bes, 5, M)
Zj41 = Sx/p(D:Zjp1 + wj)
Wiyl = Wy -+ Dzif?j_;,_l — Zj41-

Usually, such an update step is performed in an iterative fashion until convergence. However, in
our algorithm for 3D reconstruction (Algorithm[6] ), we only use a single iteration of ADMM per
each step of denoising. This is possible as we share the primal variable z and the dual variable w as
global variables throughout the update steps, leading to proper convergence with a single iteration
(fast variable sharing technique (Chung et al., 2023b)).

Stabilizing Algorithm [6] As stated in section .2} in ~ smonester moecoms S BT —
order to stabilize Algorithm [ we found it beneficial to 1

first start the DC imposing strategy with simple CG update
steps without TV prior, as used in our MRI experiments. ‘

We iterate our solver starting from ¢ = N down to N/2 £ S
using standard CG updates. Then, we switch to ADMM- ' : 4 ! 8
TV scheme starting from ¢ = N/2 — 1 down to 2. e &

iy
F  ADDITIONAL EXPERIMENTS Ay .

F.1 NOISE OFFSET

For this experiment, we take 50 random proton density
(PD) weighted images from the fastMRI validation dataset,
and add Gaussian noise ogt = 7.00[x1072] to the im-
ages. For each noisy image, we apply the following DC

‘; A
'y’sztru 550 30.04/0.692
¢
A

step for each method Figure 4: DDS reconstruction of CS-
MRI on radial sampling trajectory. Col
1. Score-MRI (Chung & Yel [2022): 1: sampling trajectory, 2: Zero filled re-

construction + density compensation, 3:

)1 DDS (99 NFE), 4: ground truth.
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2. Jalal et al. (Jalal et al.|[2021)): (73)) with step size
as used in the implementation{’]

3. DPS (Chung et al [2023a): with step size
1.0

4. DDNM (Wang et al., 2023): 25)

5. DDS (CG): CG applied to the Tweedie denoised
estimate, M = 5.

Once the update step is performed, the Gaussian noise level of the updated samples is estimated with
the method from [Chen et al.|(2015). Note that as the estimation method is imperfect, there is already
a gap between the ground truth noise level and the estimated noise level.

Method | N  Score-MRI Jalal eral. DPS DDNM DDPS

prOCeSS (CG)

Oews | 7556 5959 6303 8.527 8256 7.859

oo — gest|| 0.000 1.597 1.253 0.917 0.700 0.303
est

Table 5: Noise offset experiment. Gaussian noise level estimated with (Chen et al. (2015). Real noise
level: ogT = 7.00[x1072]; ook = 7.56[x1072]

est —

F.2 NON-CARTESIAN MRI TRAJECTORIES

To put an emphasis on the fact that the proposed method is agnostic to the forward imaging model
at hand, for the first time in DIS literature, we conduct MRI reconstruction experiments on the
non-Cartesian trajectory, which involves non-uniform Fast Fourier Transform (NUFFT) (Fessler &
Sutton [2003). In Fig. d we show that DDS is able to reconstruct high-fidelity images from radial
trajectory sampling, even under aggressive accelerations.

F.3 STOCHASTICITY IN SAMPLING

For our sampling strategy, the stochasticity of the sampling process is determined by the parameter
n € [0,1]. When n — 0, the sampling becomes deterministic, whereas when 7 — 1, the sampling
becomes maximally stochastic. It is known in the literature that for unconditional sampling using low
NEFE, setting 7 as close to 0 leads to better performance Song et al.| (2021a)). In Fig.[6] we see a similar
trend when we set NFE = 20. However, when we set NFE > 50, we observe that the choice of n
does not matter too much, as it often fluctuates within the boundary that can be as well be thought
of as arising from the inherent stochasticity of the sampling procedure. This is different from the
observation made in (Song et al.,|2021a)), which can be thought of as stemming from the conditional
sampling strategy that the proposed method uses.

F.4 INSTABILITY IN VE PARAMETERIZATION

NFE ‘ 4000 500 200 100 50 30
Score-MRI
Chung & Ye|(2022) 33.25 33.19 33.13 31.67 3.015 3.239
Ours 32.07 31.16 3199 33.69 31.79 30.40

Table 6: PSNR [db] of uniform 1D x4 acc. reconstruction with varying NFEs.

One observation that is made in this experiment, however, is that using > 200 NFEs for the proposed
method degrades the performance. We find that this degradation stems from the numerical pathologies
that arise when VE-SDE is combined with the parameterizing the neural network with sg. Specifically,

the score function is parameterized to estimate sy« (x;) ~ — zt;f“ = €/o;. Near t = 0, oy attains a
t

*https://github.com/utcsilab/csgm-mri-langevin/blob/main/main.py
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(a) VE — parameterization sg

17500 4 llxo —xg-CxIll2 4 7500 lxo —ixg(xp)ll2
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10000 + 10000 + .
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(b) VP — parameterization €q (c) Evolution of denoised estimates
(i) VE
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Figure 5: Evolution of the reconstruction error through time. +1.00 plot. (a) VE parameterized with
sg, (b) VP parameterized with €y, (c) Visualization of &;.

PSNR[db]
35.0 |- dl
il
34.0 H
—o— NFE=20
Axial* Coronal Sagittal
—3— NFE=50
33.0 |~ M Method PSNR1 SSIMT PSNRT SSIMT PSNRT SSIM T
—e— NFE =100
DDS VP (49) 3507 0963 3290 0955 2934  0.861
32.0 - 3492 0956 3248 0947 2882 0832
2601 0838 2455 0823 2159 0706
310 2780 0852 2569 0869 2203 0735
0 120 2532 0829 2480 0818 2150  0.698
| | | | Lahiri et al.|[Cahiri et al. ’ zozzl 2808 0931 2602 085 2324 0812
Zhang et al. 2017] 26.76 0.879 25.77 0.874 22.92 0.841
n=0.0 0.2 0.4 0.6 0.8 1.0 ADMM-TV 2319 0793 2296 0758 1995 0782
. . . . . e L. . °
Figure 6: Ablation study on the selection Table 7: Quantitative evaluation of LA-CT (90°) on the
of n for Algorithm 2} AAPM 256 %256 test set. Bold: Best.
8-view 4-view 2-view
Axial* Coronal Sagittal Axial® Coronal Sagittal Axial® Coronal Sagittal
Method PSNR 1 SSIM 1 PSNR 1 SSIM + PSNR 1 SSIM 1 PSNR + SSIM 1 PSNR 1 SSIM + PSNR 1 SSIM 1 PSNR 1 SSIM + PSNR 1 SSIM 1 PSNR 1 SSIM 1
DDS VP (19) 1.38 0.05 1.51 0.06 1.76 0.06 1.96 0.07 1.26 0.10 273 0.11 2.01 0.08 2.89 0.10 201 0.21
DDS VP (49) 1.96 0.08 1.93 0.10 1.34 0.05 2.01 0.12 2.10 0.11 1.96 0.10 2.90 0.23 2.08 0.17 278 0.19
DDS VE (99) 1.75 0.09 1.47 0.11 1.55 0.10 1.98 0.13 2.22 0.07 1.80 0.15 2.52 0.19 2.90 0.17 275 0.20
DiffusionMBIR (Chung et al.{2023b] (4000) 1.50 0.09 1.37 0.07 193 0.08 1.83 0.13 170 0.15 128 0.10 1.58 0.13 237 0.15 258 0.20
L 1.95 0.19 2.05 0.14 221 0.17 1.71 0.16 233 0.17 2.00 0.12 3.01 0.21 329 0.19 3.57 0.29
(4000) 1.68 0.15 1.57 0.18 1.88 0.24 2.14 0.13 2.40 0.15 3.07 0.22 2.69 0.29 2.50 0.19 322 0.19
00) 1.55 0.15 1.60 0.14 161 0.14 1.93 0.20 1.70 0.18 1.88 0.17 2.13 0.16 2.66 0.19 278 0.27
1.28 0.12 1.52 0.10 2.08 0.13 1.30 0.17 1.57 0.10 1.44 0.12 2.40 0.15 231 0.22 3.07 0.24
2.05 0.24 3.74 0.15 345 0.29 3.67 0.31 3.51 0.30 333 0.27 317 0.25 3.04 0.31 4.07 0.22
273 0.16 2.57 0.18 2.81 0.16 2.90 0.25 2.88 0.16 3.44 0.25 3.01 0.22 292 0.19 2.70 0.16

Table 8: Standard deviation of the quantitative metrics presented in Table. E[ which correspond to the
results for sparse-view CT reconstruction. Mean values in Tab. El (Numbers in parenthesis): NFE.

very small value e.g.0¢ = 0.01 (Kim et al.,2022), meaning that the score function has to approximate
relatively large values in such regime, leading to numerical instability. This phenomenon is further
illustrated in Fig. |§| (a), where the reconstruction (i.e. denoising) error has a rather odd trend of
jumping up and down, and completely diverging as ¢ — 0. This may be less of an issue for using
samplers such as PC where &; are not directly used but becomes a much bigger problem when

23



Published as a conference paper at ICLR 2024

the proposed sampler is used. In fact, for NFE > 200, we find that simply truncating the last few
evolutions is necessary to yield the result reported in Tab. [6] (See appendix [E.T| for details).

Such instabilities worsened when we tried scaling our experiments to complex-valued PI reconstruc-
tion due to the network only being trained on magnitude images. On the other hand, the reconstruction
errors for VP trained with epsilon matching have a much stabler evolution of denoising reconstruc-
tions, suggesting that it is indeed a better fit in the context of the proposed methodology. Hence, all
experiments reported hereafter use a network parameterized with €y trained within a VP framework,
and also by stacking real/imag part in the channel dimension to account for the complex-valued
nature of the MR imagery and to avoid using x2 NFE for a single level of denoising.

G EXPERIMENTAL DETAILS

G.1 DATASETS

fastMRI knee. We conduct all PI experiments with fastMRI knee dataset (Zbontar et al.| [2018)).
Following the practices from |Chung & Ye|(2022), among the 973 volumes of training data, we drop
the first/last five slices from each volume. As the test set, we select 10 volumes from the validation
dataset, which consists of 281 2D slices. While |Chung et al.| (2022b) used DICOM magnitude
images to train the network, we used the minimum-variance unbiased estimates (MVUE) (Jalal
et al., 2021) complex-valued data by stacking the real and imaginary parts of the images into the
channel dimension. When performing inference, we pre-compute the coil sensitivity maps with
ESPiRiT (Uecker et al., 2014).

AAPM. AAPM 2016 CT low-dose grand challenge data leveraged in Chung et al.| (2022a}; 2023b)
is used. From the filtered backprojection (FBP) reconstruction of size 512 x 512, we resize all the
images to have the size 256 x 256 in the axial dimension. We use the same 1 volume of testing data
that was used in |(Chung et al.|(2023b). This corresponds to 448 axial slices, 256 coronal, and 256
sagittal slices in total. To generate sparse-view and limited angle measurements, we use the parallel
view geometry for simplicity, with the torch-radon (Ronchetti, |2020) package.

G.2 NETWORK TRAINING

VE models for both MRI/CT are taken from the official github repositories (Chung & Ye,[2022;/Chung
et al.} 2022a)), which are both based on ncsnpp model of Score-SDE (Song et al.,[2021b)). In order to
train our VP epsilon matching models, we take the U-Net implementation from ADM (Dhariwal &
Nicholl 2021), and train each model for 1M iterations with the batch size of 4, initial learning rate of
le — 4 on a single RTX 3090 GPU. Training took about 3 days for each task.

G.3 REJECTION SAMPLING

When running Algorithm [2)in the low NFE regime (e.g. 19, 49), we see that our method sometimes
yields infeasible reconstructions. Sampling 100 reconstructions for 1D uniform x4 acc., we see
that 5% of the samples were infeasible for 19 NFE, and 3% of the samples were infeasible for 49
NFE. In such cases, we simply compute the Euclidean norm of the residual ||y — AZ|| with the
reconstructed sample &, and reject the sample if the residual exceeds some threshold value 7. Even
when we consider the additional time costs that arise from re-sampling the rejected reconstructions,
we still achieve dramatic acceleration to previous methods|Song et al.|(2022)); \Chung & Ye|(2022).

G.4 COMPARISON METHODS
G.4.1 ACCELERATED MRI

Score-MRI (Chung & Ye, |[2022) We use the official pre-trained modeﬂ with 2000 PC sampling.
Note that for PI, this amounts to running the sampling procedure per coil. When reducing the number
of NFE presented in Fig. [T} we use linear discretization with wider bins.

3https://github.com/HJ-harry/score-MRI
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Jalal et al.|(2021). As the official pre-trained model is trained on fastMRI brain MVUE images, in
order to perform fair comparison, we train the NCSN v2 model with the same fastMRI knee MVUE
images for 1M iterations in the setting identical to when training the model for the proposed method.
For inference, we follow the default annealing step sizes as proposed in the original paper. We use 3
Langevin dynamics steps per noise scale for 700 discretizations, which amounts to a total of 2100
NFE. When reducing the number of NFE presented in Fig. [T we keep the 3 Langevin steps intact,
and use linear discretization with wider bins.

E2E-Varnet (Sriram et al.,|2020), U-Net. We train the supervised learning-based methods with
Gaussian 1D subsampling as performed in/Chung & Ye|(2022), adhering to the official implementation
and the default settings of the original work.

TV. We use the implementation in sigpy.mri.app. TotalVariatiorﬂ with calibrated sensitivity
maps with ESPiRiT (Uecker et al.|[2014). The parameters for the optimizer are found via grid search
on 50 validation images.

G.4.2 3D CT RECONSTRUCTION

DiffusionMBIR (Chung et al., 2023b), MCG (Chung et al.,|2022a). Both methods use the same
score function as provided in the official reposito For both DiffusionMBIR and Score-CT, we
use 2000 PC sampler (4000 NFE). For DiffusionMBIR, we set A = 10.0, p = 0.04, which is the
advised parameter setting for the AAPM 256 x256 dataset. For Chung et al., we use the iterating
ART projections as used in the comparison study in|Chung et al.| (2023b).

Lahiri et al.| (2022). We use two stages of 3D U-Net based CNN architectures. For each greedy
optimization process, we train the network for 300 epochs. For CG, we use 30 iterations at each stage.
Networks were trained with the Adam optimizer with a static learning rate of 1e — 4, batch size of 2.

FBPConvNet |Jin et al.| (2017), Zhang et al.| (2017). Both methods utilize the same network
architecture and the same training strategy, only differing in the application (SV, LA). We use a
standard 2D U-Net architecture and train the models with 300 epochs. Networks were trained with
the Adam optimizer with a learning rate of 1e — 4, batch size 8.

ADMM-TYV. Following the protocol of (Chung et al.[(2023b), we optimize the following objective
1
z* :argm1n§||A:c—y||§+/\||D:cH2,1, (87)
x

with D := [D,, D,,, D.], and is solved with standard ADMM and CG. Hyper-parameters are set
identical to|Chung et al.| (2023b)).

H QUALITATIVE RESULTS

*https://github.com/mikgroup/sigpy
>https://github.com/HJ-harry/MCG_diffusion
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Score-MRI (4000) DDS (49) Ground Truth

Mask -
|||| |||||||||||| ) ) 30.28/0.723 (e) 29.4410.768  (f)

23.10/0.621 31.07/0.728 31.39/0.783

21,58/ 0,692 ! 20.23/0.608 _ 36.32/0.919 ! 37.16/0.913 !
| , | | |
| } i i | J
Figure 7: Comparison of parallel imaging reconstruction results. (a) subsampling mask (1st row:
uniform1D x4, 2nd row: GaussianlDx8, 3rd row: Gaussian2Dx8, 4th row: variable density

poisson disc x8), (b) U-Net (Zbontar et al.| 2018]), (c) E2E-VarNet (Sriram et al.,2020)), (d) Score-
MRI (Chung & Ye[, 2022) (4000 x 2 x ¢ NFE), (e) DDS (49 NFE), (f) ground truth.
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Zero-filled DPS (50) Ground Truth

22.37/0.602 28.96/ 0.850 23.58/ 0.644
| |
{ |

i

ey =0

25.22/0.714

Figure 8: Comparison of noisy (¢ = 0.05)parallel imaging reconstruction results. (a) subsampling
mask (1st row: uniform1D x4, 2nd row: Gaussian1D x4, 3rd row: Gaussian2D x 8, 4th row: variable
density poisson disc x8), (b) Zero-filled, (c) DPS (Chung et al.,[20234) (50 NFE), (d) DPS
2023a) (1000 NFE), (e) DDS (49 NFE), (f) ground truth. Numbers in the top right corners
denote PSNR and SSIM, respectively.
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(a) 13.36/0.404 | (b) 20.65/0.688 (c) 27.83/0.860 (d) 33.34/0.938 (e) 34.67/0.953 (f)

AT AL

115414.18 /0,537 7.76000.912 f{?&ulo,agz %34 28110.968

15.6510.674 2004/0.888 | __ 2841/0.860 W

L&

3D sparse-view CT (8view)

(a) 11.41/0.450 (b) 27.00/0.932 (c) 19.34/0.634 (d) 31.43/0.932 (e) 31.43/0.932 (f)

s

' R e e )

| 283710920 | 25:44/0:808 | 354910963 ' 352210958

My i

29.85/0.964 29.91/0.959

3D limited-angle CT (90¢)

Figure 9: Comparison of 3D CT reconstruction results. (Top): 8-view SV-CT, (Bottom): 90° LA-CT.
(a) FBP, (b) Lahiri et al., (c) Chung et al., (d) DiffusionMBIR (4000 NFE), (e) DDS (49 NFE), (f)
ground truth. Numbers in top right corners denote PSNR and SSIM, respectively.
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