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A APPENDIX

A.1 TASKS DETAILS

UNIFIED-IO is jointly trained on a large and diverse set of vision, language and vision & language
tasks. In this section, we describe these tasks in detail and show the prompts we use during training
and inference (text on the left of example cards). We also provide qualitative examples of both the
ground truth and the predictions made by UNIFIED-IO.

A.1.1 IMAGE SYNTHESIS TASKS

Image Synthesis from Text. This task requires generating an image that matches a sentence. Train-
ing data comes from 4 captioning datasets: COCO Caption (Chen et al., 2015), Conceptual Captions
3M and 12M (Changpinyo et al., 2021), and RedCaps (Desai et al., 2021) as well datasets used for
image classification using the object class as the input caption. Specialized image generation models
like DALL·E 2 (Ramesh et al., 2022) use an order of magnitude more data, but we limit our sources
to these sets for training efficiency.

What is the 
complete image? 

Text:  “a white sink in 
a small tiled 
bathroom”
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Image Inpainting. This task requires filling in a region of an image with a target object. Training
data for this task is built from object bounding box annotations from Open Images (Kuznetsova
et al., 2020), Visual Genome (Krishna et al., 2017) and COCO (Lin et al., 2014). For each object,
the input image becomes the source image with the object’s bounding box blanked out. The input
prompt provides the bounding box’s location and the target category. The target output is the original
image.
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Fill in the blank 
region “loc257 
loc425 loc575 

loc758” person”?

Image Synthesis from Segmentation. This task involves generating an image that matches an
input semantic segmentation, i.e., a set of class labels for some or all of the pixels in the image.
UNIFIED-IO is trained for this task using segmentation annotations from COCO (Lin et al., 2014),
Open Images (Kuznetsova et al., 2020), and LVIS (Gupta et al., 2019) as input. Following the
method from Section 3.1 the segmentation input is converted into a RGB image paired with a prompt
listing the color-to-class mapping, and the target output is the source image.
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What is the 
complete image? 

Segmentation color: 
”white:  knob, silver: 

cupboard, olive: 
drawer,  lime …"
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A.1.2 SPARSE LABELLING TASKS

Object Detection. UNIFIED-IO is trained on object detection annotations from Visual Genome,
Open Images, and COCO. For this task the input is a static prompt and an image, and the output
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text includes the bounding boxes and class names of all objects in the image. We randomize the
order of the output objects during training, but for simplicity leave integrating more complex data-
augmentation techniques (Chen et al., 2022b) to future work.

What objects are in 
the image ?
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loc100 loc745 loc495 
loc991 chair loc293 
loc100 loc753 loc763 
bed loc262 loc103 
loc841 loc1096 bicycle

bicycle

chair

bed
Viz

* text outputs omitted for brevity

Object Localization. Object localization requires returning bounding boxes around all objects of
a given category. Training data is derived from our object detection training data by constructing a
training example from each category of objects present in an image. The input is then the image, a
prompt specifying the target class, and the output is a list of all boxes that contain an instance of that
class. The class for each box (which is always the class specified in the prompt) is included in the
output for the sake of keeping the output format consistent with the object detection output. Object
localization can use input categories which are not present in the image. To handle this, we construct
negative samples by randomly selecting categories not present in the image to use as input, in which
case the output is an empty sequence.

Which regions does 
the text “giraffe” 

describe ?
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loc431 loc202 loc827 
loc335 giraffe 
loc109 loc337 loc934 
loc954 giraffe

* text outputs omitted for brevity

Referring Expression Comprehension. The task requires the model to localize an image region
described by a natural language expression. The annotation is similar to Object Localization, except
that the target is specified with natural language expression instead of class name. Datasets for
this task include RefCOCO (Kazemzadeh et al., 2014), RefCOCO+ (Kazemzadeh et al., 2014) and
RefCOCOg (Mao et al., 2016).

Which region does 
the text “man in 

solid black” 
describe ?

TRUTH
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N
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loc270 loc856 
loc640 loc982

Keypoint Estimation. Keypoint estimation requires returning the location of 17 keypoints on a
human body (e.g., eyes, nose, feet, etc.) for each person in an image. While it is possible to perform
this task in one pass by listing the keypoints of all people in the image in a single output sequence,
this can result in an extremely long output sequence, so UNIFIED-IO uses a multi-step approach
instead. To do this UNIFIED-IO is trained to complete the subtask of detecting the keypoints for
single a person in a given region. For this subtask, the input prompt specifies the target region and
and the output is a list of 17 points (a pair of locations tokens for the x and y coordinates) along
with a visibility labels (1 for not visible, 2 for partly visible, 3 for fully visible). Non-visible points
are preceded by two copies of a new special tokens that indicate there are no valid coordinates.
The keypoint metric does not award points for correctly identifying non-visible points, so during
inference we mask that special token so the model makes a best-effort guess for the coordinates
of every single point. Training data for this subtask comes from COCO human pose data (Lin
et al., 2014) with the ground-truth person regions as input. During inference we locate person
regions using the object localization prompt, then apply UNIFIED-IO again to find keypoints for
each detected region.
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Find the human 
joints in the region 

“loc260 loc375 
loc726 loc545”.

loc307 loc487 loc299 
loc499 loc295 loc481 
loc315 loc507 loc305 
loc455 loc369 loc517 
loc359 loc413 loc457 
loc527 loc429 loc387 
loc423 loc529 ….

* text outputs omitted for brevity

A.1.3 DENSE LABELLING TASKS

Object Segmentation. Object segmentation requires finding the binary segmentation mask of each
instance of a particular category in an image. The input is an image and a prompt that includes the
target class, while the output is an RGB image with black background and instances of that class
filled in with unique colors following the method in Section 3.1. The output image is resized to
match the input image if needed using a nearest-neighbor resizing method, and binary masks are
built from each unique color. In practice the output image from UNIFIED-IO can have slightly non-
uniform colors or extraneous background pixels, likely due to limitation in what the D-VAE can
decode/encode, so the output pixels are clustered by color and and connected components of less
than 8 pixels are removed to build cleaned instance masks. Segmentation annotations come from
Open Images LVIS, and COCO.

What is the 
segmentation of 

“apple” ?
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Depth Estimation. Depth estimation requires assigning each pixel in an image a depth value. This
task uses a static prompt as input, and the output is a grayscale image representing the normalized
depth at each pixel. The generated output image is reiszed to the same size as the input image and
then pixel values are rescaled to the maximum depth in the training to get an output depth map.
Training data comes from the NYU Depth Dataset V2 (Nathan Silberman & Fergus, 2012).

What is the depth 
map of the image ?
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N

Surface Normal Estimation. UNIFIED-IO is trained on FrameNet (Huang et al., 2019a) and Blend-
edMVS (Yao et al., 2020) surface normal estimation datasets. For this task the input is a static prompt
and an image and the output is an RGB representation of the x/y/z orientation of the surface at each
pixel. The generated output image is resized to match the input image and converted back to x/y/z
orientations to produce the final output.
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What is the surface 
normal of the 

image ? 
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A.1.4 IMAGE CLASSIFICATION TASKS

Image Classification. UNIFIED-IO is trained on 6 image classification datasets: ImageNet
2012 (Deng et al., 2009), ImageNet21k (Ridnik et al., 2021), Places365 (Zhou et al., 2017), Sun397
(Xiao et al., 2010), iNaturalist (Van Horn et al., 2018) and Caltech birds 2011 (Welinder et al.,
2010). For this task the input is an image and a static prompt, and the output is a class name. During
inference we compute the log-probability of each class label in the dataset being evaluated and re-
turn the highest scoring one. This ensures UNIFIED-IO does not return a category from a different
categorization dataset that is a synonym or hypernym of the correct label.

What is in this 
image ?
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sea snake sea snake

Object Categorization. This task identifies which label, from a given set, best corresponds to
an image region defined by an input image and bounding box. The input is the image, a prompt
specifying the image region and the output is the target class name. We convert object detection
annotations from Visual Genome, Open Images, and COCO for this task. Inference is constrained
to return a valid label for the target label set just as with image classification.

What is the category 
of  the region 

“loc389 loc560 
loc684 loc684”? 

TRUTH
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IN CO
NTEXT

horse horse

A.1.5 IMAGE CAPTIONING TASKS

Image Captioning. Image captioning data comes from the same manually annotated and unsuper-
vised sources used for Image Generation. In this case the inputs and output are reversed, the input
is an image and the static prompt, and the output is a caption that matches the image.

What does the 
image describe ?

TRUTH
PREDICTIO

N

IM
AG

E
CAPTIO

NING

A clock that is 
hanging underneath 

a glass arch

A large clock in a 
large room with a 

glass ceiling

Region Captioning. Region captioning tasks a model with generating a caption that describes a
specific region in the image. Our format for this task is identical to Image Captioning except the
region is included in the input prompt. Visual Genome (Krishna et al., 2017) is used for the training
data.

What does the 
region “loc100 
loc780 loc323 

loc1006” describe ? 

TRUTH
PREDICTIO

N

REG
IO

N
CAPTIO

NING

a person falling in 
the water

a man falling in the 
water
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A.1.6 VISION & LANGUAGE TASKS

Visual Question Answering. UNIFIED-IO is trained on a collection of VQA datasets including
VQA 2.0 (Goyal et al., 2017), Visual Genome, VizWizVQA (Gurari et al., 2018), OKVQA (Marino
et al., 2019) and A-OKVQA (Schwenk et al., 2022). For VQA, the question is used as the prompt,
and the output is the answer text. For VQA, it is common to constrain the model to predict an answer
from a fixed last of common VQA answers (Wang et al., 2022b;d) during inference, but we avoid
doing this since we find it does not benefit UNIFIED-IO in practice.

We additionally convert data from several other datasets in a VQA format, including imSitu (Yatskar
et al., 2016), where we treat predicting the verb and then the related slots as separate VQA ques-
tions, VisualCOMMET (Park et al., 2020) where we convert the before/after/intent into questions
by converting the input regions into location tokens, SNLI-VE (Xie et al., 2019) where we integrate
the entailed text into an input question, and VCR (Zellers et al., 2019a) where we again integrate
the input regions into the prompt by encoding them with location tokens and integrate the rationales
into the target text for the answer justification task.

How many signs are 
there ?
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Answer-Grounded Visual Question Answering. This task requires both answering a question and
returning a binary mask specifying the region of the image used to answer the question. The format
for this task follows the one for VQA except that a binary mask is also used as an additional output.
Training data comes from VizWiz-VQA (Chen et al., 2022a), a dataset designed to train models that
could benefit people with visual impairments.

What color is this 
band ?

TRUTH
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Relationship Detection. This task requires predicating a relationship between a pair of objects
which are grounded by bounding boxes. The prompt contains both the object regions, and the
output is the predicted predicate. There are 2 datasets in this tasks: Visual Genome (Krishna et al.,
2017) and Open Images (Kuznetsova et al., 2020).

What is the 
relationship between " 
loc245 loc291 loc351 
loc379 flower " and " 

loc379 loc223 loc1059 
loc535 vase " ?

TRUTH
PREDICTIO

N

RELATIO
N

PREDICTIO
N

flower 
on vase

flower 
on vase

A.1.7 NATURAL LANGUAGE PROCESSING TASKS

Question Answering. Following prior work in natural language processing (Raffel et al., 2020), QA
tasks are formatted by placing both the question and any text context (e.g., an paragraph containing
the answer) into the prompt and training the model to generate the text answer. UNIFIED-IO is
trained on several QA datasets including SQuAD 2.0 (Rajpurkar et al., 2016), other training datasets
from the MRQA (Fisch et al., 2019) shared tasks (Trischler et al., 2017; Joshi et al., 2017; Dunn
et al., 2017; Yang et al., 2018; Kwiatkowski et al., 2019), QA datasets from SuperGLUE (Wang
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et al., 2019; Clark et al., 2019; Khashabi et al., 2018; Roemmele et al., 2011), Cosmos QA (Huang
et al., 2019b), OpenBookQA (Mihaylov et al., 2018), and HellaSwag (Zellers et al., 2019b). If
the text context is longer then our maximum sequence length we use a sliding-window approach
following Devlin et al. (2019) which exposes the model to different windows of text from the context
and returns the highest-confidence answer.

context: Uptake of O 2 from the air is the 
essential purpose of respiration, so oxygen 
supplementation is used in medicine. 
Treatment not only increases oxygen levels in 
the patient's blood….
question: What medical treatment is used to 
increase oxygen uptake in a patient?

TRUTH
PREDICTIO

N

Q
UESTIO

N
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ERING

oxygen 
supplementation

oxygen 
supplementation

Text Classification. Also following past work (Raffel et al., 2020), text classification tasks are
formatted by placing the input sentences and a query in the prompt and training the model to generate
the target class. Datasets include tasks from GLUE and SuperGLUE (Wang et al., 2018; 2019;
Warstadt et al., 2018; Socher et al., 2013; Dolan & Brockett, 2005; Iyer et al., 2017; Cer et al., 2017;
Williams et al., 2018; Dagan et al., 2005; Bar-Haim et al., 2006; Giampiccolo et al., 2007; Bentivogli
et al., 2009; Levesque et al., 2012; Williams et al., 2018; De Marneff et al., 2019; Pilehvar & os’e
Camacho-Collados, 2018), as well as SNLI (Bowman et al., 2015), SciTail (Khot et al., 2018),
IMDB Reviews (Maas et al., 2011), and PAWS (Zhang et al., 2019).

TRUTH
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N

TEXT
CLASSIFICATIO

N

Yes it entails

context: Swansea striker Lee Trundle has 
negotiated a lucrative image-rights deal with 
the League One club. Lee Trundle is in 
business with the League One club. 
question: Does this sentence entail the 
following sentence?

Yes it entails

Text Summerization. Text summarization is done again by providing the input paragraph and a
prompt as input and generating a summary as output. We use the Gigaword dataset (Graff et al.,
2003; Rush et al., 2015) for training data.
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segmentation of 

“apple” ?
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Which regions does 
the text “giraffe” 

describe ?
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the text “man in 

solid black” 
describe ?
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context: Uptake of O 2 from the air is the 
essential purpose of respiration, so oxygen 
supplementation is used in medicine. 
Treatment not only increases oxygen levels in 
the patient's blood….
question: What medical treatment is used to 
increase oxygen uptake in a patient?
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N
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oxygen 
supplementation

TRUTH
PREDICTIO

N

TEXT
CLASSIFICATIO

N

Yes it entails

loc431 loc202 loc827 
loc335 giraffe 
loc109 loc337 loc934 
loc954 giraffe

loc270 loc856 
loc640 loc982

Find the human 
joints in the region 

“loc260 loc375 
loc726 loc545”.

loc307 loc487 loc299 
loc499 loc295 loc481 
loc315 loc507 loc305 
loc455 loc369 loc517 
loc359 loc413 loc457 
loc527 loc429 loc387 
loc423 loc529 ….

context: Swansea striker Lee Trundle has 
negotiated a lucrative image-rights deal with 
the League One club. Lee Trundle is in 
business with the League One club. 
question: Does this sentence entail the 
following sentence?

oxygen 
supplementation

Yes it entails

What color is this 
band ?
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gold gold

What is the 
relationship between " 
loc245 loc291 loc351 
loc379 flower " and " 

loc379 loc223 loc1059 
loc535 vase " ?

TRUTH
PREDICTIO

N

RELATIO
N

PREDICTIO
N

flower 
on vase

flower 
on vase

* text outputs omitted for brevity

* text outputs omitted for brevity

context: Sri Lankan president Chandrika 
Kumaratunga called on the country's private 
sector to invest in the establishment of 
townships while pledging to provide 
government assistance for such ventures, 
official radio said Saturday.
question: What is a short summary of this 
document?

TRUTH
PREDICTIO

N

TEXT
SUM

M
ERIZATIO

N
Sri Lankan president 

calls for private 
sector investment

Sri Lankan president 
calls for private 

sector investment in 
townships

A.1.8 LANGUAGE MODELING TASKS

Mask Language Modeling. Following T5 (Raffel et al., 2020), the mask language modelling ob-
jective randomly samples and then drops out 15% of tokens in the input sequence. All consecutive
spans of dropped-out tokens are replaced by a single sentinel token. The target is to recover the
dropped tokens given the sentinel token. We use C4 (Raffel et al., 2020) and Wikipedia (Founda-
tion) datasets.

Beginners <extra_id_1000> Taking Place in 
Missoula! Do you want to get better at 
making delicious BBQ? You will have 
<extra_id_1001> this on your calendar now. 

TRUTH
PREDICTIO

N

M
ask 

Language M
odeling

<extra_id_1000> 
BBQ Class 

<extra_id_1001> 
the opportunity, put

<extra_id_1000> 
BBQ Class 

<extra_id_1001> a 
date
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Image Denoising

Text Denoising

Image

Image & Class

Image & Caption

Image

Image & Class

Image & Caption

Text

COCO
VCR
Visual Genome

LVIS

Open Images

SUN397

iNaturalist

Imagenet

Places365

Imagenet 21k

CC3M

CC12M

RedCaps

YFCC 15M

COCO
SUN397

iNaturalist
Imagenet

Places365

Imagenet 21k

CC3M

CC12M

RedCaps

YFCC 15M

Wikipedia

C4

Figure 3: Pre-training objectives (inner circle), annotation types (middle circle) and datasets (outer circle)
used in pre-training of UNIFIED-IO. Sizes correspond to the sampling rate in the training distribution. Best
viewed in color.

A.2 PRE-TRAINING DATA DISTRIBUTION

Figure 3 shows a visualization of pre-training data distribution used by UNIFIED-IO. As discussed
in Section 3.3, we equally sample data with the text denoising and image denoising objective (inner
circle of Figure 3). For text denoising, half of the samples are from pure text data, i.e. C4 and
Wikipedia. The other half is constructed from image and class, such as Imagenet21k (Ridnik et al.,
2021) or image and caption, such as YFCC15M (Radford et al., 2021). For image denoising, we use
the text information when class and caption are present in the data source and sample the dataset
proportional to the dataset size. For both text and image denoising, we random drop both modalities
with 10% of the time if both text and image as inputs.

23



Under review as a conference paper at ICLR 2023

NLP Unsupervised
N

LP

Vision &
 Language

Image Classification

Image CaptioningDe
ns

e 
La

be
llin

g

S
pa

rs
e 

La
be

lli
ng

Image Synthesis

Masked Language

Modeling

Te
xt 

Sum
m

ar
iza

tio
n

Te
xt

 C
la

ss
ifi

ca
tio

n

Q
ue

st
io

n 
A

ns
w

er
in

g

G
rounded V

Q
A

R
elationship D

etection

VQ
A

Object Categorization

Image Classification

Supervised Captioning

Region Captioning

Webly Supervised

Captioning

Dep
th 

Esti
mati

on

Sur
fa

ce
 N

or
m

al 
Esti

m
at

ion

O
bj

ec
t S

eg
m

en
ta

tio
n

K
ey

po
in

t E
st

im
at

io
n

R
ef

er
rin

g 
E

xp
re

ss
io

n

O
bj

ec
t D

et
ec

tio
n

O
bject Localization

Im
age S

ynthesis from
 S

eg.

Im
age Inpainting

Image Synthesis
from Text

Wikipedia

C4

Giga
wor

d

Com
m

itm
en

tB
an

k

W
NL

I
W

SC
M

RP
C

W
iC

ST
S-

B
Co

LA
RT

E
Sc

iTa
il

IM
D

B 
R

ev
ie

w
s

PA
W

S
SS

T-
2

Q
N

LI
Q

Q
P

M
N

LI
S

N
Li

C
O

PA
O

pe
n 

B
oo

k 
Q

A
B

oo
lQ

C
os

m
os

 Q
A

M
ul

tiR
C

H
el

la
S

w
ag

R
eC

oR
D

H
ot

P
ot

Q
a

S
Q

uA
D

N
at

ur
al

 Q
ue

st
io

ns
Tr

iv
ia

 Q
A

N
ew

 Q
A

S
ea

rc
h 

Q
A

V
izW

iz G
rounded V

Q
A

V
G

 R
elationships

O
pen Im

ages R
elationships O

K
V

Q
A

A
-O

K
V

Q
A

V
izV

iz V
Q

A
Im

situ Fram
es

Im
situ Verbs

V
isualC

O
M

M
E

T A
fter

V
isualC

O
M

M
E

T B
efore

V
isualC

O
M

M
E

T Intent
V

C
R

 Q
A

VC
R

 Q
A R

ationales
SN

LI-VE
VQ

A 2.0
VG VQA

COCO Objects

VG Objects

Open Images Objects

CalTech Birds

SUN397

iNaturalist

Imagenet 2012

Places365

Imagenet 21k

VizWiz Captions
COCO Captions

Open Images Narratives

VG Region Captions

CC3M

CC21M

RedCaps

NYU D
ep

th

Blen
de

dM
VS

Fr
am

en
et

LV
IS

 S
eg

m
en

ta
tio

n

CO
CO

 S
eg

m
en

ta
tio

n

O
pe

n 
Im

ag
es

 S
eg

m
en

ta
tio

n

C
O

C
O

 P
os

e

R
ef

C
O

C
O

+ 
U

N
C

R
ef

C
O

C
O

 U
N

C

R
ef

C
O

C
O

 G
oo

gl
e

V
G

 O
bj

ec
ts

C
O

C
O

 O
bj

ec
ts

O
pe

n 
Im

ag
es

 O
bj

ec
ts

C
O

C
O

 O
bj

ec
ts

V
G

 O
bjects

O
pen Im

ages O
bjects

LV
IS

 S
egm

entation

C
O

C
O

 S
egm

entation

VG
 O

bjects

C
O

C
O

 O
bjectsO

pen Im
ages O

bjects

C
alTech Birds

C
O

C
O

 C
aptions

iN
aturalist

Im
agenet 2012

CC3M

CC12M

ReCaps

Imagenet 21k

YFCC 15M

Figure 4: Task groups (inner circle), tasks (middle circle) and datasets (outer circle) used in multi-task training
of UNIFIED-IO. Sizes correspond to the sampling rate in the training distribution. Best viewed in color.

A.3 MULTI-TASKING DATA DISTRIBUTION

Figure 4 shows a visualization of the multi-task training distribution used by UNIFIED-IO from
Table 1. As discussed in Section 3.3, we equally sample each group (1/8) except image synthesis
(3/16) and dense labeling (1/16) since dense labeling has a much smaller sample size compared to
image synthesis. We sample tasks and datasets (middle and outer circle) with a temperature-scaled
mixing strategy to make sure the model is sufficiently exposed to underrepresented tasks. We raise
each task’s mixing rate to the power of 1/T and then renormalize the rates so that they sum to 1.
Following Raffel et al. (2020), we use T = 2 in our experiments.

Due to the large variance in dataset size, some of the tasks are rarely sampled. For example, the depth
estimation task only has the NYU Depth dataset source (Nathan Silberman & Fergus, 2012) and thus
the sampling rate is only 0.43%. However, the model still works well for depth estimation tasks, even
outperforming concurrent work (Kolesnikov et al., 2022) (0.385 vs. 0.467 RMSE). We suspect the
large model capacity and masked image denoising pre-training improves the performance. Similarly,
Grounding VQA (Chen et al., 2022a) has 0.15% sample rate, but the model can still achieve state-
of-the-art performance on this task partly because it is trained on many related datasets for VQA and
segmentation.
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A.4 IMPLEMENTATION DETAILS

The total vocabulary size is 49536, with 32152 language tokens, 1000 location tokens, and 16384
vision tokens. During training, we random sub-sample 128 image patches for pre-training state and
256 image patches (out of 576) for multi-task stage. We do not use dropout. Adafactor (Shazeer &
Stern, 2018) optimizer is used to save memory. We use a learning rate of 10�2 for the first 10,000
steps and then decay at a rate of 1/

p
k. We train with �1 = 0.9 and �2 = 1.0 � k�0.8, where k is

the step number. We use global norm gradient clipping with 1.0 and find this is crucial to stabilized
XL training. We train the Small, Base and Large with batch size of 2048 and XL with batch
size of 1024 due to memory consideration. 4-way in-layer parallelism and 128-way data parallelism
used to scale the 3B model training. For all models, we train 1000k steps – 500k for pre-training
and multi-task training respectively.

A.5 EVALUATION ON SAME CONCEPT AND NEW CONCEPT

restricted params (M)
Categorization Localization VQA Refexp Segmentation Keypoint Normal

same new same new same new same new same new same new same new

0 NLL-AngMF X 72 - - - - - - - - - - - - 50.7 -
1 Mask R-CNN X 58 - - 51.9 40.8 - - - - 44.9 0.3 70.9 - - -
2 GPV-1 X 236 58.7 0.8 48.3 37.8 58.4 74.0 29.7 23.1 - - - - - -
3 CLIP 302 49.1 46.7 - - - - - - - - - - - -
4 OFALARGE 473 28.9 15.8 - - 74.9 88.6 63.4 58.5 - - - - - -
5 GPV-2 370 85.0 13.5 54.6 54.2 69.8 81.7 57.8 48.3 - - - - - -

6 UNIFIED-IOSMALL 71 52.9 31.9 47.5 61.5 59.0 72.5 54.2 45.7 37.4 48.5 46.6 - 33.6 -
7 UNIFIED-IOBASE 241 60.3 47.5 57.9 68.4 68.0 81.8 72.5 62.2 45.8 57.2 60.2 - 37.7 -
8 UNIFIED-IOLARGE 776 63.0 52.7 63.3 70.9 72.1 84.3 79.2 66.3 50.4 62.2 67.7 - 40.3 -
9 UNIFIED-IOXL 2925 66.1 60.1 65.6 74.4 78.6 90.2 83.5 72.4 53.0 64.2 68.2 - 45.1 -

Table 6: Generalization to new concepts on the GRIT ablation set.

GRIT provides a breakdown of metrics into two groups: same for samples that only contain con-
cepts seen in the primary training data (a set of common datasets like COCO, ImageNet and Visual
Genome), and new for samples containing at least one concept unseen in primary training data. Ta-
ble 6 shows results for UNIFIED-IO and other leaderboard entries for the ablation set, divided into
same and new concepts.

UNIFIED-IOXL shows little degradation in performance between same and new, compared to com-
peting entries. On some tasks UNIFIED-IO is even able to outperform on the new split compared
to the same. This indicates that the volume of training data used to train UNIFIED-IO has a broad
coverage of concepts, and provides almost as effective a level of supervision as provided by large
standard vision datasets like COCO. Furthermore, since UNIFIED-IO is a uniquely unified architec-
ture with no task-specific parameters, it is very likely able to effectively transfer knowledge across
different tasks.

In comparison to Mask-RCNN (row 1), GRIT metrics show UNIFIED-IO (row 14) is better by a
large margin on new concepts, i.e., non-COCO examples (74.4 vs 40.8 for localization and 64.2 vs
0.3 on segmentation), but is still superior on the COCO-like examples (65.6 vs 51.9 for localization
and 53.0 vs 44.9 on segmentation). UNIFIED-IO is also able to beat GPV-2 (row 5) on new concepts
by large margins across all 4 tasks supported by GPV-2 even though GPV-2 is exposed to these
concepts via webly supervised data and is designed to transfer concept knowledge across skills.

A.6 PROMPT GENERALIZATION CASE STUDY

To better understand how different prompts affect UNIFIED-IO, we do a case study on referring
expressions. In particular, we re-evaluate UNIFIED-IO on the GRIT referring expression ablation set
while replacing the prompt used during training (first row in the table) with a paraphrase (following
rows). Results are shown in Table 7.

Overall, we find that the model has some capacity to generalize to paraphrases of the prompt (e.g.,
row 3 works reasonably well despite using completely different words), but there are paraphrases
that result in very significant performance decrease (e.g. rows 5, 6, and 8). We also find removing
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Prompt Refexp Score

0 Which region does the text “ REFEXP ” describe ? 78.9

1 Which region does the text “REFEXP” describe? 76.7
2 Which region matches the text “ REFEXP ” ? 77.4
3 Locate the “ REFEXP ” . 65.6
4 Which region can be described as “ REFEXP ” ? 64.8
5 Locate the region described by “ REFEXP ” . 43.2
6 Where is the “ REFEXP ” ? 41.5
7 Where is the “REFEXP”? 0.1

Table 7: Case study on GRIT referring expressions using different prompts. The first prompt is the
one used during training, the others are paraphrases. REFEXP is replaced by the referring expression
text of individual examples during evaluation.

the spaces around the punctuation sometimes results in minor regressions (row 0 vs row 1) and
sometimes in sharply reduced performance (row 6 vs row 7), showing UNIFIED-IO can be sensitive
to formatting details. We hypothesize that this caused by the SentencePiece tokenizer changing the
tokenization of the referring expressing if the quotes are not separated from it by spaces. Building
multi-task models that can generalize to different prompts, and ideally to prompts for completely
new tasks, is an exciting avenue for future work.

A.7 QUALITATIVE EXAMPLES

Here we present qualitative examples of predictions from UNIFIED-IO for all training tasks. For
brevity, if prompts are identical for each example we only show the prompt once, and if the prompt
follows the same template for each example we show the template with parts that would be substi-
tuted with different words or location tokens underlined, and then show just the substitution with
individual examples.

A.8 OTHER RELATED WORK

Other Modalities. Multi-modal models for video (Li et al., 2022c;a; Wang et al., 2022a; Alayrac
et al., 2022; Zellers et al., 2021; Yu et al., 2022a), audio (Zellers et al., 2022; Jaegle et al., 2022),
and other modalities including game-playing and robot controlling (Reed et al., 2022; Jaegle et al.,
2022; Liang et al., 2022) have also been studied. Integrating these modalities is an important line
of research, however existing models often do not even support sparse structured output, and do
not support dense structured outputs, so they do not meet our objective of supporting classic vision
tasks.

Vision & Language Pre-Training. Vision and language pre-training has become standard prac-
tice for multi-modal models, including both unified models and non-unified models that require
task-specific heads to trained from scratch during fine-tuning. Many initial pre-training strategies
were inspired by BERT (Devlin et al., 2019) and included masked-language-modeling, image-text-
matching, or mask-region-modeling objectives, often supplemented with objectives using the predic-
tions of a strong object detector model (e.g, VILBERT (Lu et al., 2019), LXMERT (Tan & Bansal,
2019), VisualBERT (Li et al., 2019)). More recently contrastive-image-text losses (Radford et al.,
2021; Li et al., 2022b; 2021) or auto-regressive generation losses (Wang et al., 2022d;a; Yu et al.,
2022a), have become common. Several works have also directly used object detection or segmen-
tation datasets for pre-training Yuan et al. (2021); Wang et al. (2022b); Sun et al. (2022). The
generalized masked-data-modeling objective used in UNIFIED-IO is similar to ones used is several
recent works (Wang et al., 2022c; Peng et al., 2022; Singh et al., 2022).
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IMAGE SYNTHESIS
What is the complete image? Text

small personal pizza with 
bacon and spinach

many large kites flying in the 
sky

the train is on the tracks in the 
station

a beach area with black birds 
flying over it

IN
PU

T
PRED

IC
TIO

N

IMAGE INPAINTING
Fill in the blank region with this

train kite truck bench

IN
PU

T
PRED

IC
TIO

N
IMAGE GENERATION FROM SEGMENTATION

What is the complete image? Segmentation color
fuchsia: tree, lime: dirt…. yellow: field, aqua: baseball… lime: building, navy: wall… white: tree, red: building…

Figure 5: Image synthesis qualitative examples.
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OBJECT DETECTION
Locate all objects in the image.

bike

chair

bed

umbrella

car

person

plant

person
dog

frisbee

person

glove
ball

IN
PU

T
PRED

IC
TIO

N

OBJECT LOCALIZATION
What region does this describe?

person skis parking-meter bottle

IN
PU

T
PRED

IC
TIO

N

REFERRING EXPRESSIONS
What region does this describe?

chair at white table animal most out of water gray-tie man dark coat with hood

IN
PU

T
PRED

IC
TIO

N

KEYPOINT ESTIMATION
Find the human joints in this region.

Figure 6: Sparse labelling qualitative examples.
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DEPTH ESTIMATION
What is the depth map of the image?

IN
PU

T
PRED

IC
TIO

N

SURFACE NORMAL ESTIMATION
What is the surface normal of the image?

IN
PU

T
PRED

IC
TIO

N
OBJECT SEGMENTATION

What is the segmentation of this?
pizza bed apple grass

Figure 7: Dense labelling qualitative examples.
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IMAGE CLASSIFICATION
What is in this image?

sea snake pirate ship whippet go-kart

IN
PU

T
PRED

IC
TIO

N

REGION CLASSIFICATION
What is the category of this region?

bottle frisbeelabtop bird

Figure 8: Image classification qualitative examples.
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IMAGE CAPTIONING
What does this image describe?

A large clock in a large room 
with a glass ceiling.

A flock of birds flying in a 
cloudy sky over a beach.

A man with a thin slice of pizza 
in his mouth.

A black and white cat wearing 
a purple knit hat

IN
PU

T
PRED

IC
TIO

N

REGION CAPTIONING

tall grass along the water a women holding a kite green shirt on mannequin a surfboard hanging on a wall

What does the region describe?

Figure 9: Image captioning qualitative examples.
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VISUAL QUESTION ANSWERING

What colors are the fire 
hydrant?

What kind of a person usually 
eats food like this?

What are the cats laying next 
to?

Which vegetable in this soup 
is heart shaped?

black and yellow vegetarian remote controls carrot

IN
PU

T
PRED

IC
TIO

N

GROUNDED VQA

Is there anything written on 
the screen?

What color is the wall? What is this? What's in this can?

yes blue water soup

IN
PU

T
PRED

IC
TIO

N
RELATIONSHIP DETECTION

writing on sign cow eating grass window on building hand of man

What is the relationship between region and region?

Figure 10: Vision and language qualitative examples.

32



Under review as a conference paper at ICLR 2023

IN
PU

T
PRED

IC
TIO

N

QUESTION ANSWERING

context: … a residual of the 
force is observed between 
hadrons (the best known 
example being the force that 
acts between nucleons in 
atomic nuclei)…          
question: What force acts 
between nucleons?

context: The tournament book 
of the London 1883 
international chess 
tournament requires that: ``A 
Pawn reaching the eighth 
square must be named as a 
Queen or piece…                          
question: In chess, can you 
promote a pawn to a pawn?

context: Terra preta (black 
earth), is distributed over large 
areas in the Amazon forest.. 
The development of this fertile 
soil allowed agriculture and 
silviculture in the previously 
hostile environment;.    
question: The development of 
Terra Preta allowed for what?

context: Now someone stands 
alone in a grand formal 
hallway. Head bowed, he...                       
(0) holds his hands in his 
pockets. (1) joins people. (2) 
jogs down a hallway. (3) peers 
into a microphone.      
question: Which option is the 
most likely continutation of 
this paragraph?

nuclear force yes agriculture and silviculture (0) holds his hands in his 
pockets

IN
PU

T
PRED

IC
TIO

N

SENTENCE CLASSIFICATION

sentence1: Everyone really 
loved the oatmeal cookies; 
only a few people liked the 
chocolate chip cookies. Next 
time, we should make more of 
them
question: Does the word 
“them” refer to the chocolate 
chip cookies?

sentence1: Ahern, who was 
travelling to Tokyo for an EU-
Japan summit yesterday, will 
consult with other EU leaders 
by telephone later this week.
sentence2: A summit between 
Europe and Japan is taking 
place in the Japanese capital.
question: Is the relation of the 
sentences entailment, neutral 
or contradiction?

sentence1: Lu reclined in a 
soft chair wearing a woolly 
coat near the blackened 
capsule.
sentence2: "It's great to be 
back home," said Lu, dressed 
in a woolly coat near the 
blackened capsule.
question: Are these sentence 
paraphrases?

sentence1: The Rhine Gorge 
between Rüdesheim am Rhein 
and Koblenz is listed as a 
UNESCO World Heritage Site
sentence2: The Rhine Gorge is 
between Koblenz and what 
other city?
question: Does the first 
sentence contain the answer 
to the second sentence?

no entailment no yes

IN
PU

T
PRED

IC
TIO

N
TEXT SUMMERIZATION

context: European stocks 
finished on a mixed note 
Tuesday, as continental 
markets recouped earlier 
losses after a positive start to 
trading in U.S. equity markets . 
question: What is a one 
sentence summary of this 
document?

context: Hungary and 
Bulgaria, which both share 
borders with Serbia and 
Croatia, want U.S. and other 
international troops to stay 
longer than currently planned 
in Bosnia to keep the peace in 
the former Yugoslavia. 
question: What is a one 
sentence summary of this 
document?

context: Toyota rolled out its 
first UNK Lexus luxury model 
Tuesday  as the world 's top 
automaker seeks to turn itself 
around by pushing the 
increasingly popular green 
technology . 
question: What is a one 
sentence summary of this 
document?

European stocks end mixed Hungary Bulgaria want longer 
U.S. presence in Bosnia

Bernanke says fed ready to act 
on economy

Toyota rolls out first UNK Lexus 
luxury model

context: Federal reserve 
chairman Ben Bernanke 
sought to assure Wall Street 
and congress Tuesday that the 
U.S. central bank will be able 
to reel in its extraordinary 
economic stimulus and 
prevent a flare up of inflation.
question: What is a one 
sentence summary of this 
document?

Figure 11: Natural language processing qualitative examples.
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