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1. Evaluation Under Varying Evaluation001

Strategies002

Base detection model We use the Capsule network [1] as003
the base deepfake detector including our MDB. The reason004
behind is due to its ability to achieve consistently top per-005
formance on most datasets.006

Competitors We consider two training settings: (1) Single-007
domain training: The deepfake detector is trained using one008
dataset/domain. We repeat this practice for all six datasets009
with the base detector as specified in Sec 5.1 (in the main010
text). (2) Multi-domain training: We combine six datasets011
(FF++, CelebDFv2, UADFV, Deepfakeface, DFDB-Face,012
JDB-Face) with different deepfake types by simple concate-013
nation and shuffling and train the deepfake detector. This014
training strategy includes the following methods: We com-015
pare the following training methods: (a) Vanilla: Training016
the base detector on the merged 6 datasets. (b) Knowledge017
Distillation (KD): [1] We replace the dynamic difficulty018
weighting process with a knowledge distillation loss [1] be-019
tween θ̄ and θ. This comparison aims to evaluate the pro-020
posed MDB strategy against a knowledge distillation ap-021
proach, as both require a separate network θ̄ to be main-022
tained during training. (c) Difficulty Weighing (DW) [2]:023
We use difficulty weighting without momentum i.e. we di-024
rectly use the in-training network θ to generate the diffi-025
culty scores, without referring to the momentum-updated026
network θ̄. This comparison is intended to evaluate the ef-027
fectiveness of the proposed MDB strategy. (d) Our pro-028
posed MDB: We set the momentum m = 0.97 and the sam-029
ple weight rescale factor C = 5. For all training strategies,030
we trained from scratch with randomly initialized weights031
and used the same hyper-parameters with a learning rate of032
0.0001, momentum for Adam optimization of 0.9 and the033
alpha value of 0.99.034

Cross-domain test We further evaluate the models trained035
as above on an unseen domain. We choose the Fake-036
CelebA [3] as the test dataset for the multi-domain training037
setting. This dataset has been generated by four diffusion038
models.039

Results From Tables 1, we observe that:040

(1) Single-domain training on the diffusion deepfakes 041
improved the detector’s performance on this new deep- 042
fake type. Specifically, the Capsule model’s evaluation ac- 043
curacy was boosted to 0.68/0.73/0.67 from 0.50/0.39/0.39 044
on Deepfakeface, DiffusionDB-Face, and JourneyDB-Face, 045
when we train it from scratch on each of these datasets. 046
However, we also noticed that this improvement comes with 047
a sacrifice on other datasets. For example, the JourneyDB- 048
Face trained model achieved poor accuracies on all conven- 049
tional deepfake datasets, with an average value of only 0.39. 050

(2) Directly training a model with vanilla method helped 051
improve deepfake detection performance across all datasets, 052
but only to a limited extent. Specifically, we observe an 053
average accuracy across the six datasets of 0.43 with the 054
multi-domain training, a small increase compared to the in- 055
dividual single-domain trainings (except for FF++). 056

(3) In comparison with standard knowledge distillation 057
(referred as KD in Table 1), which achieves an average ac- 058
curacy of 0.70, the proposed MDB exhibits a 20% improve- 059
ment. Similar observations can be made when comparing 060
it with the naive difficulty weighting strategy without mo- 061
mentum updating (referred as DW in Table 1), which has 062
an average accuracy of 0.59. Such observations show that 063
the proposed MDB’s improvement is non-trivial. (4) Our 064
proposed MDB led to a substantial performance gain with 065
multi-domain training. 066

By dynamically assigning sample weights according to 067
their difficulties, it perfectly aligns with the diverse nature 068
of the multi-domain training set and enables the model to 069
focus on more difficult samples along the training. Specif- 070
ically, we see an average accuracy of 0.76/0.92/0.84 for 071
the proposed MDB approach on conventional/diffusion/all 072
dataset respectively. The corresponding AUC and EER val- 073
ues show much higher ability to distinguish between real 074
and fake images even with the unbalanced datasets. For ex- 075
ample, our strategy has 0.94 (AUC) for FF++ (non-diffusion 076
dataset) and 0.93(AUC) for JDB-Face (diffusion dataset). 077
However, the results for UADFV is not up to the mark. 078
This is due to a much smaller training set (1.3k fake im- 079
ages) with UADFV, in comparison to 102k for FF++, 160k 080
for CelebDFv2, and 62k for JDB-Face. 081
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(5) We use Fake-CelebA [3] as totally unseen data for082
cross-domain generalisation test. The results in Table 2 il-083
lustrate superior outcomes by our MDB when applied to084
a distinct or unfamiliar domain of diffusion-generated im-085
ages. This validates the advantages of our proposed method086
compared to the other competitors. We have added more087
ablative analysis in supplementary material.088

Table 1. Comparison of generalization capabilities across different
datasets and training strategies using the Capsule network as the
base deepfake detector. Accuracy (ACC), Equal Error Rate (EER),
and Area Under the Curve (AUC) metrics are presented. The best
results are in bold. The top part of each sub-table shows the single-
domain training setting.

(a) Conventional deepfake datasets (FF++, CelebDFv2, UADFV)

Train Strategy FF++ CelebDFv2 UADFV
Metric ACC EER AUC ACC EER AUC ACC EER AUC

FF++ 0.89 0.23 0.83 0.66 0.45 0.59 0.50 0.50 0.50
CelebDFv2 0.50 0.57 0.49 0.59 0.58 0.48 0.40 0.71 0.33
UADFV 0.50 0.50 0.50 0.33 0.62 0.33 0.49 0.55 0.48
Deepfakeface 0.47 0.44 0.59 0.23 0.77 0.34 0.37 0.28 0.78
DFDB-Face 0.72 0.49 0.52 0.71 0.75 0.20 0.47 0.71 0.25
JDB-face 0.42 0.43 0.55 0.47 0.65 0.35 0.29 0.61 0.35

Vanilla 0.85 0.40 0.67 0.75 0.71 0.31 0.50 0.53 0.40
KD 0.84 0.37 0.71 0.81 0.35 0.65 0.50 0.59 0.48
DW 0.78 0.35 0.72 0.53 0.35 0.72 0.50 0.51 0.48
MDB (ours) 0.95 0.10 0.94 0.82 0.23 0.81 0.50 0.48 0.50

(b) Diffusion deepfake datasets (Deepfakeface, DFDB-Face, JDB-Face)

Train Strategy Deepfakeface DFDB-Face JDB-Face
Metric ACC EER AUC ACC EER AUC ACC EER AUC

FF++ 0.35 0.78 0.27 0.67 0.73 0.29 0.48 0.61 0.35
CelebDFv2 0.25 0.80 0.17 0.49 0.83 0.20 0.23 0.82 0.20
UADFV 0.42 0.48 0.57 0.26 0.77 0.24 0.49 0.71 0.27
Deepfakeface 0.68 0.33 0.57 0.23 0.44 0.58 0.51 0.52 0.51
DFDB-Face 0.73 0.65 0.33 0.73 0.41 0.58 0.57 0.55 0.48
JDB-face 0.25 0.67 0.32 0.47 0.69 0.32 0.67 0.44 0.58

Vanilla 0.38 0.76 0.32 0.43 0.55 0.37 0.51 0.64 0.38
KD 0.72 0.34 0.68 0.76 0.32 0.67 0.57 0.62 0.40
DW 0.57 0.55 0.48 0.63 0.30 0.72 0.58 0.42 0.61
MDB (ours) 0.79 0.20 0.78 0.98 0.07 0.94 0.98 0.07 0.93

2. Dataset Construction Workflow089

In this section, we have provided the visualization of the de-090
tailed workflow, complemented by a comprehensive visual091
representation of both misclassified and correctly classified092
samples encountered throughout the process.093

Table 2. Performance metrics comparison

Metric ACC EER AUC
Vanilla 0.57 0.58 0.49
KD [1] 0.67 0.60 0.44
DW [2] 0.54 0.60 0.50
MDB (ours) 0.80 0.21 0.78

2.1. JourneyDB-Face Dataset 094

Figures 3 through 6 showcase visual examples of both cor- 095
rectly classified and misclassified samples encountered dur- 096
ing the process. Figures 3 and 4 illustrate the results of 097
the metadata classification using BERT and the word fil- 098
tering process, focusing respectively on the Prompt and 099
Style sections. In the Style section, particular attention was 100
given to filtering out images with an anime style. Despite 101
this filtering process, as depicted in these figures, the out- 102
comes did not always align with expectations, particularly 103
in cases where anime style was not explicitly mentioned 104
in the prompts. Instances of such misclassifications, along 105
with their corresponding images, are displayed in Figure 5. 106
Figure 6 demonstrates the results post-face filtering process, 107
successfully isolating the intended images. 108

2.2. DiffusionDB-Face Dataset 109

The creation of DiffusionDB-Face involved a bit different 110
approach compared to JourneyDB-Face, adapted to fit the 111
format of the source dataset. As detailed in the main pa- 112
per, the initial step entailed classifying prompts likely to 113
generate images of human faces using BERT. For instance, 114
Figure 7 displays BERT’s classification scores for several 115
samples, providing both human face and not human face 116
evaluations. Despite this, some metadata were inaccurately 117
classified due to specific words or structures in the prompts, 118
as illustrated in Figure 8. To mitigate this, face filtering 119
was employed to exclude irrelevant images. However, as 120
Figure 9 reveals, this method was not foolproof and oc- 121
casionally included drawings or paintings of human faces. 122
To address this, the Canny edge filter was applied to re- 123
move cartoon-styled images. In the main text (Section 3.1), 124
we have addressed the detailed description of the Canny 125
edge detector’s threshold. This resulted in more precise out- 126
comes, with some examples of the refined images presented 127
in Figure 10. 128

3. Ablative Analysis 129

Sensitivity Analysis of C: (1) We examine the effect of the 130
scale factor, C (Eq 3) in the main text. As observed from 131
Table 3, this parameter is not sensitive with a good range of 132
selections. 133

3.1. Frequency analysis: 134

We make visual analysis of frequency distributions across 135
all datasets similar to Zhang et al. [4]. This elucidates the 136
distinguishing characteristics between authentic and deep- 137
fake imagery. Figure 1 indicates that, the frequency distinc- 138
tion between authentic and synthetic images produced by 139
diffusion models is generally more subtle and thus presents 140
more challenges, compared to that in traditional datasets. 141
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Table 3. Ablation of the scale factor with MDB (Accuracy).

C FF++ CDFv2 UADFV DFF DFDB JDB
1 0.87 0.78 0.48 0.69 0.73 0.74
3 0.91 0.78 0.49 0.72 0.74 0.74
5 0.95 0.82 0.50 0.79 0.98 0.98
7 0.94 0.79 0.51 0.75 0.81 0.79
9 0.92 0.79 0.49 0.75 0.81 0.81

10 0.91 0.79 0.50 0.73 0.81 0.80

3.2. Sample weight dynamics over training:142

Figure 2 presents the per-dataset histogram of weights143
across training epochs with our MDB.144

We note that DiffusionDB-Face and JourneyDB-Face145
datasets are assigned with highest weights, indicating more146
challenges presented. This difficulty aware training can147
benefit the performance (see Table 2).148

4. Limitations149

Despite the extensive filtering processes applied to the two150
substantial datasets, JourneyDB and DiffusionDB, there151
might remain a handful of instances where the images are152
either overly cartoonized or lack sufficient realism. These153
anomalies may be overlooked in subsequent stages, such as154
the further Face Filtering and the custom model designed155
for animated or human facial images. As highlighted in156
the primary paper concerning dataset statistics, there is a157
significant gender distribution disparity, originating from158
the source databases (likely due to the processes of both159
prompting and training the generative models).160
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Figure 1. Frequency analysis: the average spectra of each high-pass filtered image

Epoch - 1 Epoch - 2

Figure 2. Ablative Analysis: (a) Frequency analysis and (b) weight distribution and dynamics .
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Prompt: new york city sky scrapper, bottom view,
Caption: This is a bottom view of a modern sky 
scraper in New York City.
Style: Modern, Tall, Urban

Prompt: A whimsical and playful painting featuring 
abstract cats frolicking in a surreal and colorful 
wonderland filled with flowers, butterflies, and 
other whimsical elements, 32K
Caption: A playful and whimsical world filled with 
abstract cats frolicking among colorful flowers and 
butterflies.
Style: Whimsical, Playful, Abstract, Surreal, Colorful

Prompt: naruto, yoji shinkawa and Peter 
Mohrbacher style
Caption: A digital painting showcasing a scene 
that combines elements from Naruto, Yoji 
Shinkawa, and Peter Mohrbacher's artwork.
Style: Naruto style, Yoji Shinkawa style, Peter 
Mohrbacher style

Prompt: zoro from one piece , pirate sword, full 
body, , 3d render, unreal engine, hyperdetailed, 
insane details, intricate details, beautifully color 
graded , Super- Resolution
Caption: This is a 3D rendered image of Zoro from 
the anime series One Piece, holding his pirate sword 
and standing in a full body pose. The image is 
hyperdetailed, with intricate and insane details, and 
is beautifully color graded using unreal engine and 
super- resolution technology.
Style: Full Body, 3D Render, Unreal Engine, Super- 
Resolution, Hyperdetailed, Intricate Details, 
Beautifully Color Graded

prompt: nemona from pokemon scarlet, anime 
style
Caption: This image depicts Nemona from Pokemon 
Scarlet in an anime style.
Style:  anime style

Prompt: new york city sky scrapper, bottom view,
Caption: This is a bottom view of a modern sky 
scraper in New York City.
Style: Modern, Tall, Urban

Prompt: minimalistic riso collage
Caption: "A minimalist collage made using the 
risography printing technique.
Style: minimalistic,riso,collage

Prompt: Kermit spills ice cream on his exercise bike 
while telling jokes to aliens covered in boogers 
realistic photo
Caption: Kermit accidentally spills his ice cream on 
his exercise bike while entertaining a group of 
booger- covered aliens with his comedy.
Style:  Realistic, Photo, Colorful

Prompt: enviroment concept art, game concept 
art, unreal engine, photography, Moon surface, 
planet Mars surface, future city in space, 
cyberpunk city, bladerunner enviroment, space 
mine
Caption: A cyberpunk city set on the surface of 
Mars, with towering buildings and glowing neon 
lights illuminating the dusty red terrain.
Style: environment concept art,game concept 
art,unreal engine,photography,cyberpunk 
city,Bladerunner environment

Prompt: iron man suit half fallen off when he 
achieves super saiyan god form after a ferocious 
battle that tested his will to the end.
Caption: Iron Man's suit is half- fallen off as he 
achieves his Super Saiyan God form after a 
grueling battle that tested his will to the end.
Style: Comic book style,Fantasy,Action

Prompt: Western Cowboy]::6 Spider- Man]::8
Caption: Spider- Man in a Western Cowboy 
Style costume.
Style: Western,Cowboy

Prompt Filtering Word Filtering

 Prompt: an alien creature in a beautiful alien red 
desert landscape, wide angle shot, art by Moebius
Caption: An alien creature stands in a beautiful 
alien red desert landscape, captured in a wide- 
angle shot.
Style: art by Moebius

Failed to filter out in 
word filtering as well

Figure 3. JourneyDB-Face: Examples of misclassified metadata by BERT.

Prompt: Evil ghoul,The devil's errand boy, rides 
his anemic and bony black horse, concept art, 
colorful, tsutomu nihei, James Jean, Ayami 
Kojima, Dan Mumford, brutalism , 16:9 , 8k
Caption: The Devil's errand boy, an evil ghoul, 
rides his bony black horse through a dark and 
menacing world.
Style: Concept art, Colorful, Brutalism

Prompt: 1975 breakdance B- boy cowboys walking 
in the pink big cowboy boots . streets of ghetto. 
in the setting of Spike Lee. Annie Leibovitz. 
exterior. hyperdetailed. Editorial. natural 
lighting, Extreme wide shot. photographed on 
grainy medium format Kodak medium format 
Kodak Portra 800 film,
Caption: 1975 breakdance B- boy cowboys, Pink 
big cowboy boots, Streets of ghetto
Style: Hyperdetailed, Editorial, Natural lighting, 
Extreme wide shot

Prompt Filtering Word Filtering

Prompt: darth Vader as a road man, London 
streets, grime, hyper realistic, 8k, \u2013\u2013v 4
Caption: Darth Vader, dressed as a road man, 
stands on the dirty and grime- covered streets of 
London.
Style: Hyper- realistic,8k

Prompt: movie screenshot of legal thriller directed 
by Damien Chazelle in 2019 starring a beautiful 
27- year- old blonde woman punching a 32- year- old 
redheaded woman judge
Caption: In a scene from the legal thriller directed 
by Damien Chazelle in 2019, a beautiful 27- year- 
old blonde woman is seen punching a 32- year- old 
redheaded woman judge.
Style: Realistic, Dark, Moody

Prompt: Tom Holland wearing white Hanes briefs 
in the locker room, candid surprise full- body shot, 
photorealistic with volumetric lighting, cold 
overhead lighting, photos by ARRI, photos by 
Canon, 35mm, male athleticism fitness
Caption: Tom Hollaand is captured in a candid 
surprise full- body shot wearing white Hanes 
briefs in a photorealistic locker room setting, 
with volumetric and cold overhead lighting 
accentuating his male athleticism and fitness.
Style: Photorealistic, Volumetric Lighting, Cold 
Overhead Lighting, 35mm

Prompt : pan Tadeusz, by Adam Mickiewicz
Caption: Tadeusz and Zosia embrace each other 
in the serene Lithuanian forest as depicted in 
Adam Mickiewicz's Pan Tadeusz
Style: Realistic, Historical, Detailed

Prompt: Young Michelle Pfeiffer as a flapper 
20s portrait, with 20s sparkly dress to the 
knees, fantasy, elegant, intricate, delicate, by 
stanley artgerm lau, greg rutkowski, thomas 
kindkade, alphonse mucha, loish, norman 
rockwell
Caption: A portrait of young Michelle Pfeiffer 
dressed in a sparkling 1920s flapper dress that 
stops at the knees.
Style: fantasy, elegant, intricate, delicate

Prompt: black and white- image for coloring- 
page- adult- beautiful woman , flapper 20s, art 
style by J. Scott Campbell
Caption: A beautiful black and white coloring 
page of an adult woman from the flapper 20s 
era, drawn in the art style of J. Scott Campbell.
Style: black and white, flapper 20s, art style by J. 
Scott Campbell

Prompt: The Peaky Blinders gang reimagined with 
redneck mullets::5, long hair, short at the front. 
Fringes.
Caption: The Peaky Blinders gang with redneck 
mullets and fringes
Style: Redneck, Mullet, Fringes

Prompt: ultra- realistichigh definition polaroid 
photography in 16:9 of some popular italian 
youngsters & mafia kids making a group photo in 
Neapel in the ghetto somewhere, vintage retro 
film on 35mm sonylens with f/1.8 aperture
Caption: A group of popular Italian youngsters 
and Mafia kids take a group photo in the ghetto 
of Neapel, captured through an ultra- realistic 
high definition polaroid photograph with vintage 
retro film on a 35mm Sony lens using an f/1.8 
aperture.
Style: Ultra- realistic, High definition, Polaroid 
photography, 16:9, Vintage retro film, 35mm Sony 
lens, f/1.8 aperture

Prompt: Donald J Trump portrait, framed, Night 
Gallery, macabre, unusual, oil painting, horror
Caption: This is an oil painting of a framed 
portrait of Donald J Trump, featured in macabre 
and unusual graphics, hanging in a night gallery 
with a horror theme.
Style: Framed, Oil Painting, Macabre, Unusual

Prompt: a mix of \imogen poots\Svetlana 
Khodchenkova\Aliona Kostornaia\, black 
eyeshadow
Caption: A woman with black eyeshadow, 
looking dark and edgy, similar to Imogen Poots, 
Svetlana Khodchenkova, and Aliona Kostornaia.
Style: Dark and edgy

Figure 4. JourneyDB-Face: Examples of correctly classified metadata by BERT.
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Prompt: le corbusier art exhibition 
poster
Caption: The art exhibition poster 
features the renowned architect and 
artist Le Corbusier.
Style:  art exhibition, poster

Prompt: Pink Nokia Cellphone
Caption: A pink Nokia cellphone.
Style:  Retro,Minimalistic,Sleek

Prompt: modern landing website design for instant 
noodles products, bright colors, style of anime kawaii 
chibi, ui, ux, ui/ux, website,
 Caption: This is an instant noodle landing website 
characterized by modern and bright anime- inspired 
design with kawaii chibi elements, making it 
appealing to the youth demographic. The UI and UX 
design is user- friendly, making it easy to navigate.
Style: Modern,Kawaii,Chibi,Bright Colors

Metadata of few samples

Figure 5. JourneyDB-Face: Unfiltered samples in word filtering due to the absence of Anime Style mention.
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Prompt: vampire goth e- girl dressed as a sad nun 
and a look designed by H.R. Giger and ghostmane, 
award winning image, 50mm, perfect social media 
image
Caption: A sad nun, dressed in a style inspired by 
vampire goth e- girl fashion, is depicted in this 
award- winning image with a touch of H.R. Giger and 
Ghostmane influence.
Style: vampire, goth, e- girl, H.R. Giger, Ghostmane

Metadata of few samples

Prompt: Rick from Curse of Oak Island
Caption: Rick from Curse of Oak 
Island.
Style: Realistic, Mysterious

Prompt: supreme leader ajatollah khomeini 
in a long white feather nylon puffer coat, 
nylon, photorealistic, press photograph, 
taken outside talking to public, detailed, 
depth
Caption: Supreme Leader Ajatollah 
Khomeini ...the scene.
Style: photorealistic, press photograph

Figure 6. JourneyDB-Face: Examples of correctly filtered samples after word filtering process.7
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Prompt: doom eternal, game concept art, veins and worms, muscular, 
crustacean exoskeleton, chiroptera head, chiroptera ears, mecha, 
ferocious, fierce, hyperrealism, fine details, artstation, cgsociety, 
zbrush, no background [B : 0.57]

Prompt: a beautiful photorealistic painting of cemetery urbex 
unfinished building building industrial architecture nature 
abandoned by thomas cole, nature extraterrestial tron forest 
darkacademia thermal vision futuristic tokyo, archdaily, wallpaper, 
highly detailed, trending on artstation [B : 0.59]

Prompt: a man with an shrivelled up walnut brain 
inside his skull [A : 0.59]

Prompt: beautiful garden at twilight by nicholas roerich and jean 
delville and maxfield parrish, glowing paper lanterns, strong 
dramatic cinematic lighting, ornate tiled architecture, lost 
civilizations, smooth, sharp focus, extremely detailed [B : 0.61]

Prompt: symmetry!! a tiny cute chinese spring festival oriental tale 
mascot cat - lion toys, magic, intricate, smooth line, light dust, 
mysterious dark background, warm top light, hd, 8 k, smooth 
\uff0c sharp high quality artwork in style of greg rutkowski, 
concept art, blizzard warcraft artwork, bright colors [B : 0.55]

Prompt: film still cinematic photo by 3 4 3 industries, matte painting  
[B : 0.55]

Prompt: a sinister walnut man   [A : 0.64]  

Prompt: a beautiful very detailed rendering of urbex unfinished 
building industrial architecture kingdom architecture nature by 
georges seurat, tundra retrowave sunset myst landscape hyperrealism 
tokyo rainforest bladerunner 2 0 4 9 lightpaint uv light infrared 
flowers morning sun nature at dawn, archdaily, wallpaper, highly 
detailed, trending on artstation.  [B : 0.51]

Prompt: studio ghibli anime, adorable woman 
sitting at a cat cafe with a drink, romantic 
magical, fairytale, fantasy [A : 0.60] 

Prompt: painted closeup portrait of intense 
woman, fierce, charming, fantasy, intricate, 
elegant, extremely detailed by by chuck close, 
charcoal on canvas [A : 0.60] 

Prompt: painted closeup portrait of fierce, 
elegant woman. extremely detailed by chuck 
close, charcoal on canvas [A : 0.60] 

Prompt: a boy holding on to a dying old dog 
connecting him to his childhood [A : 0.60] 

Prompt: victo ngai girl succubi sticker decal 
design, highly detailed, high quality, digital 
painting, by ross tran and studio ghibli and 
alphonse mucha, artgerm [A : 0.60] 

Figure 7. DiffusionDB-Face : Examples of BERT classified metadata with the corresponding scores. A: ”human face” ; B: ”not human
face”.
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Figure 8. Misclassified samples by BERT’s metadata classification round.

Figure 9. DiffusionDB-Face: Animated face image samples after face filtering.

9



CVPR
#*****

CVPR
#*****

CVPR 2025 Submission #*****. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Figure 10. DiffusionDB-Face: Few samples after applying Canny edge detector.
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