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Abstract

Embedding models are crucial for tasks in Information Retrieval (IR) and semantic1

similarity measurement, yet their handling of longer texts and associated positional2

biases remains underexplored. We explore the effect of content position and3

size within an embedding model’s input on its final embedding vector, finding a4

significant overweighting of initial content in an input. We employ two ablations5

to test this effect, inserting irrelevant text into a document and removing text from6

a document. We find that perturbations to the beginning of a document reduce its7

cosine similarity with the original document by 12.3% more than perturbations done8

to the end, with this trend holding across multiple models and datasets. Next, we9

attempt to reconstruct a document’s embedding vector from the embeddings of its10

sentences, achieving an 85.5% R2 using a simple linear regression to weight each11

sentence’s contribution to the document embedding. Using this finding, we can12

assign an importance weight to each sentence and find a -0.55% correlation between13

sentence starting index and importance score. We also measure a statistically14

significant difference between a sentence’s importance score and the expected15

importance of equal weighting amongst all sentences. To ensure our results are not16

the effect of dataset bias, we shuffle the sentences in each tested document before17

repeating our experiments and see similar results. Finally, we focus on the role of18

positional encodings and training methodology on this bias and introduce a data19

augmentation scheme we title Position-Aware Data Sampling (PADS) to remedy20

these issues. Fine-tuning an embedding model with only 20% of our data using21

PADS leads to a 49.6$ reduction in the differing effect of perturbations done at22

the beginning and end of a document, suggesting PADS as an effective avenue23

for reducing positional bias in our models and improving the performance of both24

retrieval and document processing systems.25

1 Introduction26

Embedding models are increasingly used to encode text information in a way that aligns semantically27

with their intended applications [6, 36]. However, their effectiveness in long-context settings,28

particularly how they encode larger documents, remains less explored. Due to the typical limitations29

of models’ context windows, techniques like document chunking are employed to fit large documents30

into manageable segments [42]. Yet, research into optimal chunking strategies is still emerging,31

often leading to preliminary findings that may not provide the most effective results without costly,32

domain-specific adjustments [40].33

This study investigates the influence of content position and size within an embedding model’s input on34

the resulting text embedding vector. Our findings indicate that embedding models disproportionately35

weigh the beginning of the text, often assigning greater importance to the first sentences of a multi-36

sentence or long-context input. To substantiate this observation, we conducted two types of ablation37
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studies: one involving the insertion of irrelevant text ("needles") into the document [11], and another38

involving the removal of varying chunks from the document. Our results show that inserting irrelevant39

text into the beginning of a text significantly reduces the cosine similarity between the altered and40

original document embeddings by up to 8.5% more than insertion in the middle and 12.3% more than41

insertion at the end. Removal experiments reinforce this trend, with the largest decreases in similarity42

occurring when text is removed from the beginning of a document.43

We then employ a regression analysis method, finding that using a simple linear regression model to44

reconstruct a document embedding vector through the embedding vectors of its constituent sentences45

yields a 0.85 R2 score averaged across all documents [31]. This result indicates that we can effectively46

back out the contribution of each sentence’s embedding vector to the final document embedding vector47

by analyzing our regression’s weights. We observe a significant decline in regression coefficients as48

the position of a sentence within its document increases to be further from the front, underscoring a49

systematic favoring towards the initial content of our input. To ensure our results are not the effect of50

dataset bias, we repeat all experiments with each document’s sentences shuffled in a random order,51

and achieve similar results.52

Next, we delve into potential reasons for this bias, focusing on the role of positional encodings and53

data treatment in the training process of embedding models. Most training techniques for embedding54

models use simple truncation to pre-process their data if it exceeds the model’s context window55

[18, 38]. This can have confounding effects on real-world retrieval situations where early sections56

of a document may have a disproportionately high similarity despite key information being located57

elsewhere [1]. To address this issue we propose a new data augmentation scheme titled Position-58

Aware Data Sampling (PADS). PADS randomly samples a consecutive set of tokens within each59

document in place of simple truncation, varying the positioning and size of our sample to improve60

model robustness. We fine-tune BAAI’s BGE-Small-en-v1.5 model on our dataset augmented with61

PADS and achieve a 49.6% improvement in closing the gap between model similarity scores for62

perturbations at the beginning vs. the end of a document, averaged across both insertion and removal63

tasks.64

We conclude by discussing the implications of embedding models and potential biases they may hold,65

emphasizing the need for future research to study the output of embedding models and improve the66

processing of long documents.67

2 Background68

2.1 Bidirectional encoding in embedding models69

Embedding models, particularly those utilizing transformer encoder architectures [34], employ layers70

of bidirectional self-attention blocks to process text [6]. These models are distinct from decoders71

in that they generate a fixed-length vector representing the entire input text. This is achieved by72

producing an output matrix L×D (where L is the sequence length and D is the dimensionality of73

the embeddings), and then applying either mean or max pooling across the L dimension [25]. Such74

pooling operations are position-invariant, theoretically suggesting an unbiased treatment of input75

positions in terms of attention and representation [28].76

The core operation in these models is the attention mechanism, which can be represented mathemati-77

cally as:78

A = softmax
(
XTX√

d

)
XT

Here, X is the L×D input matrix to the attention mechanism, and d is the scaling factor derived79

from the dimensionality D of the embeddings. Unlike generative models where a causal attention80

mask is used to zero out certain elements in our softmax operation, embedding models are fully81

bi-direction and do not employ an attention mask.82

We use cosine similarity to compare the output embeddings from these models, especially to study83

the effects of textual modifications such as insertions or deletions. Cosine similarity measures the84

cosine of the angle between two vectors, thus providing a scale- and orientation-invariant metric to85

assess the similarity between two text representations [16].86
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cosine(x,y) =
x · y

∥x∥∥y∥

Due to the invariance of the architecture and similarity measurement we employ, the last systematic87

source of bias stems from learned positional embeddings used in our models and the models’ training88

methodology, which are heavily connected.89

2.2 Dataset and human-level writing bias90

It’s important to note that human writing often emphasizes key information at the beginning and91

end of documents, a technique that may introduce biases in datasets used for embedding studies.92

Such biases could be a reason for embeddings to skew towards these positions. To mitigate this, our93

study employs data augmentation and ablation techniques aimed at isolating and understanding these94

effects, thereby ensuring that our findings more accurately reflect model behavior rather than dataset95

peculiarities.96

2.3 Document chunking for information retrieval tasks97

In practical applications, documents often exceed the context length capabilities of embedding models,98

necessitating chunking strategies like naive, recursive, or semantic chunking [7, 8]. This process99

divides a document into smaller pieces that fit within a model’s context window, then embeds each100

chunk separately for insertion into a vector database [13] and downstream use in Retrieval-Augmented101

Generation (RAG) [15] tasks. Understanding the impact of chunking on embedding quality and102

potential positional biases is essential for optimizing information retrieval strategies.103

2.4 Interpretability in High-Dimensional Semantic Spaces104

High-dimensional semantic spaces, where text embeddings reside, offer a compact yet expansive105

representation of language [5]. Recent advancements in embedding interpretability have demonstrated106

that certain dimensions in these spaces may correspond to specific linguistic or semantic features,107

such as sentiment or subject matter. However, understanding the contribution of individual sentences108

to the overall document embedding requires extending these concepts to more complex structures109

beyond single words or phrases. Research in this area has shown that vector operations, such as110

adding embeddings, can produce new vectors that represent the semantic meaning of their components111

[26]. This property of embedding models can be used in various advanced NLP applications such as112

analogy solving to semantic search.113

3 Effect of sentence-level positioning in embedding output114

We explore how the position and size of a sentence in a text influence a document’s final embedding115

vector. Our methodology adapts the needle-in-a-haystack test [11], traditionally used for generative116

models in information retrieval [30], to evaluate embedding models.117

3.1 Experimental setup118

3.1.1 Insertion of Irrelevant Text119

We investigate the impact of adding irrelevant or adversarial text ("needle") to a document. After120

inserting the needle, we generate a new embedding for the altered text and compare it to the original121

using cosine similarity. We vary the needle’s length (5%, 10%, 25%, 50%, and 100% of the original122

text’s token count) and position (beginning, middle, end) across 15 experimental conditions. We use123

an extended version of Lorem Ipsum placeholder text [32] that exceeds the length of our longest124

datapoint and is structured in paragraph format to achieve a needle with structural similarity to our125

data while avoiding a confounding effect on the embedding model.126
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3.1.2 Removal of Text127

In a parallel experiment, we remove portions of text (10%, 25%, 50% of sentences, rounded up) from128

different positions (beginning, middle, end) in the document. The resulting text is then embedded,129

and its similarity to the original embedding is measured using cosine similarity.130

3.2 Models131

We test various open and closed-source models to demonstrate the consistency of our results across132

multiple popular embedding models.133

Closed source models We test Cohere’s Embed-English-v3.0 [24] and OpenAI’s Text-Embedding-134

3-Small [21], which have context lengths of 512 and 8192 tokens, respectively. For texts exceeding135

these limits, we truncate from the beginning to fit the models’ context windows. Both models are136

accessed via their respective APIs.137

Open source models Our experiments also involve open-source models, specifically BAAI’s BGE-138

m3 [3], Nomic AI’s Nomic-Embed-Text-v1.5 [20], and Jina AI’s Jina-Embeddings-v2-Base [12],139

selected for their performance on the MTEB leaderboard. These models have a maximum context140

length of 8192 tokens and 137M parameters. Similarly to the closed-source models, we front-truncate141

if our inputs exceed a model’s context window.142

3.3 Datasets143

To minimize dataset bias and validate our findings across diverse text types, we selected datasets144

representing a range of writing categorizations and lengths:145

1. PubMed Publications: We use PubMed publication abstracts [4] to assess the impact of146

our ablations on scientific writing. Scientific texts are characterized by their structured147

presentation of information and specialized vocabulary. Understanding how embeddings148

capture this complexity can provide insights into their utility in academic and research149

applications.150

2. Paul Graham Essay Collection: We analyze over 200 essays written by Paul Graham [10],151

varying from 400 to 70,000 words. Paul Graham’s essays are known for their thoughtful,152

reflective style and coherent argument structure, making them ideal for studying how153

embeddings handle nuanced and complex idea development over long texts.154

3. Amazon Reviews: Drawn from MTEB’s Amazon Polarity dataset [41], this helps us155

examine consumer review text. Reviews are direct and opinion-rich, offering a perspective on156

how embeddings process everyday language and sentiment, which is crucial for applications157

in consumer analytics.158

4. Argumentative Analysis: From the BiER benchmark’s Argumentative Analysis (ArguAna)159

dataset [35], we explore embeddings of formal persuasive writing. This dataset includes well-160

constructed arguments that are ideal for testing how embeddings capture logical structure161

and the effectiveness of rhetoric.162

5. Reddit Posts: More Informal and diverse writing styles can be found on Reddit [9]. This163

dataset introduces grammar, style, and subject matter diversity into our tests, extending our164

findings to be more robust and adaptable to a wide range of writing styles.165

3.4 Results and discussion166

Our results indicate a pronounced drop in similarity when irrelevant text is inserted at the beginning167

of documents, with less impact seen when additions occur in the middle or end. Specifically, for the168

BGE-m3 model, we see that the addition of a needle that is equal to 5% of the total content (across169

the 6 datasets, an average of 1-2 sentences) results in the similarity to reduce to .98, compared to170

.995 for a needle placed at the end of the input. This is reflected across all datasets tested on, with the171

largest decrease within the Paul Graham Essay Collection of a similarity score of .85.172

This trend intensifies with larger insertions, where inserting text equivalent to 50% of the document173

decreases similarity to 0.87 at the beginning versus 0.97 at the end, a 10.3% decrease. We find this174
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Figure 1: Cosine Similarity vs. Needle Size and Position

trend robust to model differences, as all 5 models tested have an average decrease of 7%. Notably,175

even significant alterations where half of the text is irrelevant still retain a minimum similarity of176

0.7, suggesting an unexpected robustness of the embeddings to extensive modifications. We leave177

investigation of this behavior to future work.178

Figure 2: Cosine Similarity vs. Removal Size and Position

Similar trends are observed in the removal experiments, with the largest impacts on similarity179

occurring when sentences are removed from the beginning. Removing half the sentences from the180

beginning of the document leads to a median similarity 10.6% lower than removals from the end,181

with no significant difference noted between middle and end removals in contrast to our findings182

during the insertion experiments. Interestingly, even a 50% text removal from the middle maintains a183

median 95% similarity, corroborating our findings during insertion, where we expect to but fail to184

observe a large drop in similarity. The downstream effects of these results are left to future work.185
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Figure 3: Regression Coefficients vs. Sentence Position

4 Analysis of embedding decomposition186

Next, we explore the impact of sentence-level positioning on the final document embedding vector187

through regression analysis, which offers a more direct method to quantify the contribution of188

individual sentences to a document’s embedding representation.189

4.1 Reconstructing embedding vectors through linear combinations of constituents190

To start, we wanted to validate the assumption that the sentence embeddings of a larger document can191

meaningfully be used as a proxy for the original document embedding [33].192

To test this, we wanted to determine how much reconstruction loss we would incur from using an193

optimal linear combination of sentence embeddings instead of the document embedding. Optimizing194

for train R2, we use Ordinary Least Squares (OLS) regression to reconstruct the document embedding195

from its sentence embeddings, with the document embedding as our response and each sentence as a196

predictive datapoint for our regression. Our model choice is notable for its simplicity and the direct197

interpretability of its coefficients [29], though we acknowledge and check for potential issues posed198

by OLS, such as multicollinearity. Our regressions use normalized embeddings (L2 norm of 1) to199

ensure scale invariance [27].200

First, we separate our data points into their component sentences by use of punctuation such as201

periods, and new lines. We then use the embeddings of these sentences to run a regression against the202

original document embedding. Using a regression on the sentence embeddings from 3 models across203

all 6 datasets led to R2 ranging from 0.75 to 1 with an average of 0.876, indicating that approximately204

87.6% of the variance in document embeddings can be accounted for by their component embeddings.205

The MAE across our models and datapoints ranged between 0.001 and 0.01 with an average of206

0.0069, suggesting minimal deviation in the reconstructed vectors.207

4.2 Analyzing regression coefficients as importance weights208

Given the high explanatory power of our regression models, the coefficients given to each sentence209

(datapoint) in our regression are strong indicators to determine their relative importance to the total210

document. To standardize our comparisons across documents, we standardized each coefficient vector211

by its L2 norm. One potential issue with this approach is the presence of negative values coefficients,212

but these tended to be rare and very low in magnitude when compared to positive coefficients in the213

same vector.214

We judge the importance of a sentence by its regression coefficient. For example, if a regression on215

a two-sentence document yielded weights 0.8 and 0.6, we conclude that the first sentence is 33.3%216

more important to the final semantic meaning of the text than the second sentence.217

There is a downward trend in coefficient values with increasing sentence position, suggesting a218

positional bias where earlier sentences generally have a greater impact on the document’s overall219
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semantic representation. To quantify this observation, we plot regression coefficients against sentence220

positions over all the documents in our dataset. (Figure 3).221

4.3 Embedding positional bias is robust to human-level writing bias222

To validate that this observed bias is not solely a byproduct of dataset-specific characteristics, namely223

human-level writing bias, we conducted additional regression experiments where all sentences from224

the above pre-processing steps were shuffled and generated embeddings against. Using these new225

embeddings, remarkably, the results mirrored the original findings, with the randomly selected first226

sentence in the shuffled document consistently receiving a higher weight, thereby disambiguating our227

results from potential dataset biases.228

More specifically, we expect the weight assigned to the first sentence to follow a uniform weight of229
1

num_sentences . However, this analysis shows a strong negative correlation (r = −0.5) and significant230

deviations from the expected uniform distribution (α ≪ 0.001), confirming a systematic positional231

influence within document embeddings. These findings suggest that the embedding models may232

inherently prioritize the initial information presented in any text sequence, irrespective of its original233

position in the document.234

5 Isolating the Role of Training Methodology in Model Biases235

Embedding models commonly employ truncation strategies due to their limited context windows,236

directly impacting how documents are processed and understood. Prominent models such as Ope-237

nAI’s GPT-3 [2] and Google’s BERT [6] can only process up to 1,024 and 512 tokens, respectively.238

When documents exceed these limits, content at the end is often discarded, inherently prioritizing239

the beginning. As shown in the previous experiments, this systematic truncation is not merely a240

technical necessity but a fundamental design choice that influences model behavior, as the initial sec-241

tions of documents—typically containing abstracts or executive summaries—are disproportionately242

represented.243

The relative importance on embedding impact for a given point within a model context length can be
mathematically described as

imp(ti) = u(ti)− β(ti)

where ti represents the number of non-padding tokens encountered at position i, imp represents244

importance or the relative impact of position i on embedding output, u represents the total number of245

effective updates at ti, and β represents the total number of decay opportunities. ti ∈ [0, N] where N246

is the number of training examples. An effective update is defined as a single model update based on247

a non-padding token in that position, whereas a decay opportunities is a model update being either248

empty or having a padding token in that position.249

Following traditional truncation methods, positions earlier in the context window will be used more250

often than those at the end. We can model this as a monotonically decreasing function as the251

number of effective updates decrease as i increases. Due to this implicit bias, the relative importance252

imp(t1) ≥ imp(t2) ≥ · · · ≥ imp(tN )) of earlier positions on embedding output will always be253

greater than or equal to the positions later in context.254

Although this monotonic impact on position can theoretically be removed by maintaining an equal255

number of effective updates throughout the context, it is unknown what the impacts on computational256

costs, and model performance would be. Completing pre-training with this bias in mind will require257

considerable research to full understand the impacts, leading us to believe that this bias will continue258

in future models.259

5.1 Is it possible to remove positional bias in post-training?260

Following our theory on bias learned through the pre-training process, we experiment with smaller,261

cost-effective fine-tuning methods to remove this bias [33]. We do this by fine-tune models to use262

data without the front-truncation, yet still holds similar semantic meaning to the initial data points.263

We propose a new framework, Position-Aware Data Sampling (PADS), where subsets of data points264

are randomly sampled based on input position, to solve this positional bias. The method augments the265
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data by inputting training points that would normally be truncated, and randomly selecting subsets of266

each data point based on position away from the beginning of the original input. For example, instead267

of front-truncating 50% the length of a given example, we select uniformly a token position from 0 to268

n/2, where n is the token length of the data point.269

In our fine-tuning experiments, we create positive pairs by sampling from each original twice. For270

negative pairs, we sample once from both the original and another random data point in the dataset.271

Using these pairs, we use contrastive loss to fine-tune the model towards our goal. We follow these272

steps for three datasets and using this to fine-tune BAAI’s BGE-small-en-v1.5. The three datasets273

included are the Paul Graham Essay Collection, PubMed Publications, and Amazon Reviews. We274

sample a maximum of 20% from each dataset, selecting 50 examples for the Paul Graham dataset275

and 225 for the other two datasets. Following the procedure above, we select 50%of each original276

datapoint and create a positive and negative pair from each, resulting in an augmented dataset of 1000277

examples. We use cosine similarity within our contrastive loss function, and then use this with the278

Adam optimizer for three epochs.

Table 1: Average Cosine Similarity between Original and Ablated Inputs

Model Beginning Middle End
Original 0.923 0.979 0.983
Finetuned 0.984 0.993 0.993
Percent Improvement 6.1% 1.4% 1.0%

Original (external datasets) 0.920 0.978 0.982
Finetuned (external datasets) 0.988 0.995 0.995
Percent Improvement 6.8% 1.7% 1.3%

279

With this new method, we have been able to effectively remove positional bias and improve similarity280

metrics to levels similar to when ablations are put in positions different from the beginning. The281

new model has been able to reduce bias by 6.9% with insertion needles, and 6.1% averaged between282

insertion and removal ablations. This work suggests that models can learn to fix its early positional283

bias by sampling the subset position of the input it is training on.284

6 Future work285

Future work incorporating our findings can focus on three distinct directions:286

Alternative Evaluation Metrics Exploring alternative evaluation metrics beyond cosine similarity287

is essential to assess the effectiveness of embedding models. Future research should consider metrics288

such as Word Mover’s Distance (WMD) [14] for capturing semantic similarity, BERTScore [39] for289

evaluating contextual alignment, and NDCG (Normalized Discounted Cumulative Gain) [37] for290

ranking quality in information retrieval tasks. Additionally, task-specific metrics like classification291

F1-score, BLEU [22] for translation quality, and ROUGE [17] for summarization accuracy can292

provide deeper insights into model performance. These specific metrics can offer a more detailed293

understanding of how well embeddings preserve semantics and perform across various downstream294

applications.295

Model Architecture and Training Process Innovations Given our findings, model creators can296

employ innovative training techniques such as sentence shuffling or random truncation of long297

texts during the embedding training process. These methods can help mitigate positional biases and298

enhance model robustness. Since embedding models use contrastive loss [19] rather than classification299

loss like generative models, careful consideration is needed to determine the best way to compare300

these ablations with their original texts. This could involve designing new contrastive learning301

objectives that account for the positional integrity of the input text. Additionally, incorporating302

architectural modifications, such as advanced attention mechanisms or positional encodings [23], can303

further reduce biases and improve the models’ ability to handle long-context inputs. Experimentation304

with these innovations can lead to embedding models that are more resilient to variations in input305

structure, thereby enhancing their performance across a wide range of downstream tasks.306
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Improved Document Chunking and Impact on Downstream Information Retrieval Tasks307

Currently, document chunking does not typically take text structure into account. Better chunking308

strategies can focus on isolating important sentences in the text from less useful content and using309

these as breaking points. For longer paragraphs without a clear partition point, special attention310

will need to be given to the paragraph content to determine where to set a breaking point that leads311

to the most useful chunk encoding for downstream tasks. Enhanced contextualization techniques,312

such as dynamic chunking strategies, can be developed to preserve semantic coherence and context,313

improving the overall quality of embeddings.314

Future work should focus on how these improved chunking techniques impact downstream informa-315

tion retrieval tasks. By aligning chunking strategies with the inherent biases observed in our study, we316

can create more effective embeddings for tasks such as search engine optimization, recommendation317

systems, and document summarization. Studying the biases in embedding models and how they318

influence downstream performance on information retrieval benchmarks is crucial. Evaluating various319

chunking strategies, including those discussed here, can reveal how different approaches affect the320

retrieval accuracy and relevance of results. This integrated approach will provide a deeper under-321

standing of how to optimize embeddings for real-world applications, ensuring that the enhancements322

in chunking directly contribute to better performance in information retrieval tasks.323

7 Conclusion324

Our study reveals a positional bias in embedding models, where sentences at the beginning of a325

document disproportionately influence the embedding output. This finding is consistent across various326

models with differing context sizes and diverse datasets, evident in both text insertion and removal327

experiments. We further support this finding with regression analysis to further quantify the impact328

of biases towards a given embedding. Then, potential theories on the source of this bias are discussed,329

mainly that this trend is intrinsic to the models’ training methodologies of truncation rather than330

dataset peculiarities themselves.331

Implicit bias within embeddings models hinder performance in many critical applications across332

information retrieval. One main avenue of societal impact from this is within document search in333

both cultural and business contexts. In document retrieval in sensitive political topics, reducing bias334

within these models improve the ability to maintain relevant information towards a topic. However,335

negative impacts of this work include the spread of the knowledge of this bias where a bad actor can336

use this knowledge to retrieve particular non-optimal results aligned with their adversarial goals.337

These insights suggest the need for revised training strategies that mitigate positional biases to achieve338

balanced semantic representations. Although our initial experiments show an example of reducing339

this bias through fine-tuning, more research must be conducted to have robust techniques to remove340

the bias at hand.341

8 Limitations342

We have limited our claims to using 6 models with 6 datasets, but this can be extended to look343

at positional bias for more models and datasets to eliminate implicit bias from the experimental344

design. The fine-tuning method can be adopted to pre-training method to look at the full effects and345

performance impacts, outside the post-training context.346
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Answer: [NA]590
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to make their results reproducible or verifiable.616
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to reproduce that algorithm.630
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some way (e.g., to registered users), but it should be possible for other researchers640

to have some path to reproducing or verifying the results.641
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5. Open access to data and code642

Question: Does the paper provide open access to the data and code, with sufficient instruc-643

tions to faithfully reproduce the main experimental results, as described in supplemental644

material?645

Answer: [Yes]646

Justification: Yes, we submit code to reproduce our findings.647

Guidelines:648

• The answer NA means that paper does not include experiments requiring code.649

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/650

public/guides/CodeSubmissionPolicy) for more details.651

• While we encourage the release of code and data, we understand that this might not be652

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not653

including code, unless this is central to the contribution (e.g., for a new open-source654

benchmark).655

• The instructions should contain the exact command and environment needed to run to656

reproduce the results. See the NeurIPS code and data submission guidelines (https:657

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.658

• The authors should provide instructions on data access and preparation, including how659

to access the raw data, preprocessed data, intermediate data, and generated data, etc.660

• The authors should provide scripts to reproduce all experimental results for the new661

proposed method and baselines. If only a subset of experiments are reproducible, they662

should state which ones are omitted from the script and why.663

• At submission time, to preserve anonymity, the authors should release anonymized664

versions (if applicable).665

• Providing as much information as possible in supplemental material (appended to the666

paper) is recommended, but including URLs to data and code is permitted.667

6. Experimental Setting/Details668

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-669

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the670

results?671

Answer: [Yes]672

Justification: Yes, we specify all training details relevant to the experiments such that they673

can be reproduced easily.674

Guidelines:675

• The answer NA means that the paper does not include experiments.676

• The experimental setting should be presented in the core of the paper to a level of detail677

that is necessary to appreciate the results and make sense of them.678

• The full details can be provided either with the code, in appendix, or as supplemental679

material.680

7. Experiment Statistical Significance681

Question: Does the paper report error bars suitably and correctly defined or other appropriate682

information about the statistical significance of the experiments?683

Answer: [Yes]684

Justification: Yes, we provide error bars and proper evidence for reviewers to see the variance685

of the data within our analysis.686

Guidelines:687

• The answer NA means that the paper does not include experiments.688

• The authors should answer "Yes" if the results are accompanied by error bars, confi-689

dence intervals, or statistical significance tests, at least for the experiments that support690

the main claims of the paper.691
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• The factors of variability that the error bars are capturing should be clearly stated (for692

example, train/test split, initialization, random drawing of some parameter, or overall693

run with given experimental conditions).694

• The method for calculating the error bars should be explained (closed form formula,695

call to a library function, bootstrap, etc.)696

• The assumptions made should be given (e.g., Normally distributed errors).697

• It should be clear whether the error bar is the standard deviation or the standard error698

of the mean.699

• It is OK to report 1-sigma error bars, but one should state it. The authors should700

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis701

of Normality of errors is not verified.702

• For asymmetric distributions, the authors should be careful not to show in tables or703

figures symmetric error bars that would yield results that are out of range (e.g. negative704

error rates).705

• If error bars are reported in tables or plots, The authors should explain in the text how706

they were calculated and reference the corresponding figures or tables in the text.707

8. Experiments Compute Resources708

Question: For each experiment, does the paper provide sufficient information on the com-709

puter resources (type of compute workers, memory, time of execution) needed to reproduce710

the experiments?711

Answer: [Yes]712

Justification: Yes, we describe our compute used, as well as these differences between713

models that we tested.714

Guidelines:715

• The answer NA means that the paper does not include experiments.716

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,717

or cloud provider, including relevant memory and storage.718

• The paper should provide the amount of compute required for each of the individual719

experimental runs as well as estimate the total compute.720

• The paper should disclose whether the full research project required more compute721

than the experiments reported in the paper (e.g., preliminary or failed experiments that722

didn’t make it into the paper).723

9. Code Of Ethics724

Question: Does the research conducted in the paper conform, in every respect, with the725

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?726

Answer: [Yes]727

Justification: The authors have reviewed the ethics guidelines and have taken all steps to728

ensure they are being followed.729

Guidelines:730

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.731

• If the authors answer No, they should explain the special circumstances that require a732

deviation from the Code of Ethics.733

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-734

eration due to laws or regulations in their jurisdiction).735

10. Broader Impacts736

Question: Does the paper discuss both potential positive societal impacts and negative737

societal impacts of the work performed?738

Answer: [Yes]739

Justification: The authors discuss the effects of this work in the later parts of the paper.740

Guidelines:741

• The answer NA means that there is no societal impact of the work performed.742
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• If the authors answer NA or No, they should explain why their work has no societal743

impact or why the paper does not address societal impact.744

• Examples of negative societal impacts include potential malicious or unintended uses745

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations746

(e.g., deployment of technologies that could make decisions that unfairly impact specific747

groups), privacy considerations, and security considerations.748

• The conference expects that many papers will be foundational research and not tied749

to particular applications, let alone deployments. However, if there is a direct path to750

any negative applications, the authors should point it out. For example, it is legitimate751

to point out that an improvement in the quality of generative models could be used to752

generate deepfakes for disinformation. On the other hand, it is not needed to point out753

that a generic algorithm for optimizing neural networks could enable people to train754

models that generate Deepfakes faster.755

• The authors should consider possible harms that could arise when the technology is756

being used as intended and functioning correctly, harms that could arise when the757

technology is being used as intended but gives incorrect results, and harms following758

from (intentional or unintentional) misuse of the technology.759

• If there are negative societal impacts, the authors could also discuss possible mitigation760

strategies (e.g., gated release of models, providing defenses in addition to attacks,761

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from762

feedback over time, improving the efficiency and accessibility of ML).763

11. Safeguards764

Question: Does the paper describe safeguards that have been put in place for responsible765

release of data or models that have a high risk for misuse (e.g., pretrained language models,766

image generators, or scraped datasets)?767

Answer: [NA]768

Justification: The paper does not release data or models that have a high risk of misuse.769

Guidelines:770

• The answer NA means that the paper poses no such risks.771

• Released models that have a high risk for misuse or dual-use should be released with772

necessary safeguards to allow for controlled use of the model, for example by requiring773

that users adhere to usage guidelines or restrictions to access the model or implementing774

safety filters.775

• Datasets that have been scraped from the Internet could pose safety risks. The authors776

should describe how they avoided releasing unsafe images.777

• We recognize that providing effective safeguards is challenging, and many papers do778

not require this, but we encourage authors to take this into account and make a best779

faith effort.780

12. Licenses for existing assets781

Question: Are the creators or original owners of assets (e.g., code, data, models), used in782

the paper, properly credited and are the license and terms of use explicitly mentioned and783

properly respected?784

Answer: [Yes]785

Justification: Code has been marked with the author, unless it was originally created by the786

authors themselves.787

Guidelines:788

• The answer NA means that the paper does not use existing assets.789

• The authors should cite the original paper that produced the code package or dataset.790

• The authors should state which version of the asset is used and, if possible, include a791

URL.792

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.793

• For scraped data from a particular source (e.g., website), the copyright and terms of794

service of that source should be provided.795
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• If assets are released, the license, copyright information, and terms of use in the796

package should be provided. For popular datasets, paperswithcode.com/datasets797

has curated licenses for some datasets. Their licensing guide can help determine the798

license of a dataset.799

• For existing datasets that are re-packaged, both the original license and the license of800

the derived asset (if it has changed) should be provided.801

• If this information is not available online, the authors are encouraged to reach out to802

the asset’s creators.803

13. New Assets804

Question: Are new assets introduced in the paper well documented and is the documentation805

provided alongside the assets?806

Answer: [Yes]807

Justification: The author releases the code to be able to easily reproduce results.808

Guidelines:809

• The answer NA means that the paper does not release new assets.810

• Researchers should communicate the details of the dataset/code/model as part of their811

submissions via structured templates. This includes details about training, license,812

limitations, etc.813

• The paper should discuss whether and how consent was obtained from people whose814

asset is used.815

• At submission time, remember to anonymize your assets (if applicable). You can either816

create an anonymized URL or include an anonymized zip file.817

14. Crowdsourcing and Research with Human Subjects818

Question: For crowdsourcing experiments and research with human subjects, does the paper819

include the full text of instructions given to participants and screenshots, if applicable, as820

well as details about compensation (if any)?821

Answer: [NA]822

Justification: The experiments do not use human subjects.823

Guidelines:824

• The answer NA means that the paper does not involve crowdsourcing nor research with825

human subjects.826

• Including this information in the supplemental material is fine, but if the main contribu-827

tion of the paper involves human subjects, then as much detail as possible should be828

included in the main paper.829

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,830

or other labor should be paid at least the minimum wage in the country of the data831

collector.832

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human833

Subjects834

Question: Does the paper describe potential risks incurred by study participants, whether835

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)836

approvals (or an equivalent approval/review based on the requirements of your country or837

institution) were obtained?838

Answer: [NA]839

Justification: The authors do not use human subjects.840

Guidelines:841

• The answer NA means that the paper does not involve crowdsourcing nor research with842

human subjects.843

• Depending on the country in which research is conducted, IRB approval (or equivalent)844

may be required for any human subjects research. If you obtained IRB approval, you845

should clearly state this in the paper.846
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• We recognize that the procedures for this may vary significantly between institutions847

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the848

guidelines for their institution.849

• For initial submissions, do not include any information that would break anonymity (if850

applicable), such as the institution conducting the review.851
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