
Under review as a conference paper at ICLR 2024

Test Set class=0 (in-dist) Fashion MNIST (OOD) Kuzushiji MNIST (OOD) EMNIST (OOD) QMNIST (OOD)

CNN-MNIST-0/1 99.76 99.88 99.31 99.56 92.46
RES-GEN-MNIST-1† 99.99 100.00 100.00 100.00 94.85
RES-AUG-MNIST-0/1 100.00 99.91 99.15 99.93 94.32
MLP-MNIST-0/1 100.00 99.93 98.62 99.83 94.17

†Class=0 is OOD for GEN model.

Table 3: AUROC. The higher the better.

Test Set class=0 (in-dist) Fashion MNIST (OOD) Kuzushiji MNIST (OOD) EMNIST (OOD) QMNIST (OOD)

CNN-MNIST-0/1 0.54 0.51 2.78 1.98 21.08
RES-GEN-MNIST-1† 0.00 0.00 0.00 0.00 10.55
RES-AUG-MNIST-0/1 0.00 0.34 4.60 0.31 14.17
MLP-MNIST-0/1 0.00 0.27 6.68 0.64 13.24

†Class=0 is OOD for GEN model.

Table 4: FPR95. The lower the better.

A DETAILS OF THE MODELS USED IN EVALUATION

The ResNet used in our experiments is the same as the one used in GWG (Grathwohl et al., 2021).
For the input pixels, we employ one-hot encoding and transform them into a 3-channel output
through a 3-by-3 convolutional layer. The resulting output is then processed by the backbone mod-
els to generate features. The CNN backbone consists of two 2-layer 3-by-3 convolutional filters
with 32 and 128 output channels, respectively. The MLP backbone comprises a single hidden layer
with flattened images as inputs and produced 128-dimensional features as output. All the features
from the backbone models are ultimately passed through a fully-connected layer to generate a scalar
output.

B TRADITIONAL MODEL EVALUATION RESULTS

Tab. 3 shows the AUROC of different models based on pre-defined test sets with different negative
class(es). The MLP-MNIST-0/1 performs better on Fashion MNIST but worse in the rest than
RES-AUG-MNIST-0/1. RES-GEN-MNIST-1 usually perform the best. CNN-MNIST-0/1 performs
better in Kuzushiji MNIST than RES-AUG-MNIST-0/1 and MLP-MNIST-0/1 but worse on the rest.
Tab 4 shows the FPR95 results. CNN-MNIST-0/1 performs better on Kuzushiji MNIST than RES-
AUG-MNIST-0/1 and MLP-MNIST-0/1 but worse on the rest. These results show the inconsistency
between the metrics, dataset and the models.

C HUMAN-METRICS INCONSISTENCY

In table 5 of MLP-MNIST-0/1, the FID scores indicate the samples are bad when humans think they
are good. The FID scores indicate the even better performance (lower scores) in the logit ranges
when humans label as incorrect in general.

logits humans" FID#
17 0.73 434.32
16 0.67 436.60
15 0.58 432.89
14 0.48 430.79
-19 0.18 422.01
-20 0.2 419.94
-21 0.2 412.96
-22 0.216 405.20

Table 5: For MLP-MNIST-0/1, the FID scores indicate the samples are bad when humans think they
are good. The FID scores indicate the even better performance (lower scores) in the logit ranges
when humans label as incorrect in general.
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D REPRESENTATIVE INPUTS FOR MNIST IMAGES

Representative inputs for different models are in Fig. 5.
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(a) RES-GEN-MNIST-1 (b) RES-AUG-MNIST-0/1

(c) CNN-MNIST-0/1 (d) CNN-AUG-MNIST-0/1

(e) MLP-MNIST-0/1 (f) MLP-GEN-MNIST-1

(g) MLP-AUG-MNIST-0/1
Figure 5: Representative inputs of different models.
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E REPRENSETAIVE INPUTS FOR SST2 DATASET

For sentence length 66, some representative inputs with logit equals 7 (positive sentiment) in Fig 6.

Figure 6: Representative inputs of SST2 with sentence length 66.
For sentence length 10, some representative inputs with logit equals to 7 (positive sentiment) in
Fig 7.

Figure 7: Representative inputs of SST2 with sentence length 10.
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F REPRESENTATIVE INPUTS FOR CIFAR10

Fig. 8 shows the representative inputs from MCMC samplers and our samplers. The values on
top label the logit of the corresponding image (for MCMC sampler) or a column of images (for
our sampler). The patterns found are essentially no difference, proving our sampler finds exactly
the same type of representative inputs. Moreover, these samples are not recognizable to humans,
suggesting the precision will super low.

(a) Representative inputs from MCMC sampler. (b) Representative inputs
from our sampler.

Figure 8: Representative inputs from MCMC samplers and our samplers. The values on top label
the logit of the corresponding image (for MCMC sampler) or a column of images (for our sampler).
The patterns found are essentially no difference, proving our sampler finds exactly the same type
of representative inputs. Moreover, these samples are not recognizable to humans, suggesting the
precision will super low.

G PERFECT CLASSIFIER

In Fig. 10 shows a perfect classifier. a perfect classifier can map all the ground truth digits “0” on the
close to p(y = 1|x) = 0 and ground truth digits “0” on the close to p(y = 1|x) = 1. We speculate
this seems to show this is also a perfect generative model.

H SAMPLER DETAILS

Gradient-with-Gibbs (GWG) is a Gibbs sampler by nature, thus it updates only one pixel at a time.
Recently, a discrete Langevin proposal (DLP) Zhang et al. (2022) is proposed to achieve global
update, i.e, updating multiple pixels at a time. We adopt this sampler to traverse the input space
more quickly, but we treat �dS̃

df the same value as � for both q(x0|x) and q(x|x0).

We use two different ways to generate �. In the first way, we sample � uniformly from a range of
values, including positive and negative values. In the second way, since the WL/GWL algorithms
strive to achieve a flat histogram (Liu et al., 2023), we add a directional mechanism to direct the
sampler to visit larger logit values before it moves to smaller logit values, and vice versa. We
introduce a changeable parameter � = {�1, 1} to signify the direction. For example, if � = 1 and
the sampler hits the maximum known logit, � is set to �1 to reverse the direction of the random
walk. Moreover, we sample � uniformly from a range of non-negative values in order to balance
small updates (� is small) and aggressive updates (� is large). Finally, we check whether the current
histogram entry passes the flatness check. If so, it means that this particular logit value has been
sampled adequately, we then multiply � by �; otherwise, we set � = 0.1 which slightly modifies
the input but allows the sampler to stay in the current bin until the histogram flatness passes for the
current logit value. With the above heuristic fixes, the sampler does not need to propose x0 with
smaller S̃, but focuses on how to make the histogram flat.
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Figure 9: Output distribution (not converged yet). However, the representative inputs are generally
unrecognizable to humans. This means that this model has very low precision.

Figure 10: A perfect classifier that can map all the ground truth digits “0” on the close to
p(y = 1|x) = 0 and ground truth digits “0” on the close to p(y = 1|x) = 1. The red line is
the output distribution that shows the number of samples that are mapped to the corresponding out-
put (probability) values.

I RESULTS ON CIFAR10 AND CIFAR-100

Multi-class classification setting. The current output format for classification problems employs a
one-hot encoding, representing an anticipated ground truth distribution. We establish the output as a
log-softmax for the prediction vector, defining a range from (� inf, 0]. This formulation allows for
the sampling of each dimension within the log-softmax, akin to the approach employed in binary
classification and generative model scenarios.

Results of repsentative samples and output distribution . We train ResNet with CIFAR-10 to
reach 88% accuracy and CIFAR-100 to reach 62% accuracy with cross-entropy. Scrutizing the
samples from the (in-dist) test set with log-softmax near 0 confirm the model trained with CIFAR-
10 successfully learns to map these samples to near log-softmax= 0. Fig 11 shows representative
samples and output distributions.

First, we plot the representative samples of CIFAR-10 for class 0 and 1 respectively. Building
upon the analysis previously articulated in the context of MNIST, wherein it was demonstrated that
classifiers generally fail to learn the data distribution, our observations extend to the current model.
Specifically, the model tends to map a significant portion of uninformative samples to the output
region where informative test set samples reside, resulting in a precision value of 0 in the precision-
recall curve.

Second, different from the previous experiments where the output distribution for informative test set
inputs (output values near 0) was generally low in binary classification, our findings in the context of
multi-class classification reveal a notable distinction. Specifically, the output distribution for these
regions tends to be high, indicating that the model maps a substantial number of uninformative
samples to the output values shared by informative test set samples.

Lastly, we extended our analysis to CIFAR-100, and the observed trend in output distribution is
generally consistent with that of CIFAR-10. Thus, to ensure the model’s effectiveness across the
entirety of the input space, there remains a necessity for further refinement and enhancement of
precision in log-softmax values near 0.
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(a) Representative inputs for CIFAR-10 class=0. (b) Representative inputs for CIFAR-10 class=1.

(c) Output distribution for CIFAR-10 class=0. (d) Output distribution for CIFAR-10 class=1.

(e) Output distribution for CIFAR-100 class=0. (f) Output distribution for CIFAR-100 class=1.

Figure 11: Output distribution and representative samples for CIFAR-10 and CIFAR-100.
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