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1. 3D Gaussian Splatting Preliminary

3D-GS [4] is an explicit 3D scene representation using a
set of 3D Gaussians to model the scene. A 3D Gaussian is
parameterized by a mean vector z € R? and a covariance
matrix ¥ € R3%3:
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To capture view-dependent effects, spherical harmonic (SH)
coefficients are attached to each Gaussian, and the color is
computed via ¢ (d) = Y_7_, ¢;B; (d). B; is the i*™ SH basis.
The color is rendered via ¢ = Y., ¢;o H;;ll(l — aj),
where c; is the color computed from the SH coefficients of
the 7*" Gaussian. «; is given by evaluating a 2D Gaussian
with covariance multiplied by a learned per-Gaussian opacity.
The 2D covariance matrix is calculated by projecting the 3D
covariance to the camera coordinates. The 3D covariance
matrix is decomposed into a scaling matrix and a rotation
matrix and is optimized as Gaussian attributes.

2. Implementation Details
2.1. Datasets

When replicating the experiments of CF-3DGS on the CO3D-
V2 dataset, we observed inconsistencies between the se-
quences they claim to use and those for which they report
metrics. To ensure clarity and consistency, we base our
evaluation on the sequences they used for experiments and
reported metrics. Detailed information about each sequence
is provided in Table 1.

To evaluate performance on long sequences from the
Tanks and Temples dataset, we down-sample the videos to
5 FPS and extract ~1,000 frames that provide at least 360°
coverage of the scenes. These frames are then divided into
training and test splits. Experiments on these long videos
are conducted under a more challenging and comprehensive
setting, with detailed statistics for each sequence reported in
Table 2.

Scenes Type Seq. length  Frame rate  Max. rotation (deg)
3414034393 indoor 202 30 180.0
46_2587_7531 indoor 202 30 180.0

106-12648 23157  outdoor 202 30 180.0
110-1305123361  indoor 202 30 71.6
1892039338136  indoor 202 30 180.0
2452618252130 indoor 202 30 180.0
2472644150907  indoor 202 30 180.0
407-54965_106262  indoor 202 30 180.0
415.57112_110099  outdoor 202 30 180.0
429_60388_117059  outdoor 202 30 180.0

Table 1. Details of selected sequences in CO3D-V2. Max rotation
denotes the maximum relative rotation angle between any two
frames in a sequence.

Scenes Type Seq. length  Frame rate  Max. rotation (deg)

Church indoor 950 5 180.0
Museum  indoor 900 5 180.0
Barn outdoor 1100 5 180.0
Family  outdoor 1000 5 180.0
Horse outdoor 1000 5 180.0
Ballroom  indoor 1050 5 180.0
Francis  outdoor 900 5 180.0
Ignatius  outdoor 900 5 180.0

Table 2. Details of extracted long sequences in Tanks and Tem-
ples dataset. Max rotation denotes the maximum relative rotation
angle between any two frames in a sequence.

2.2. Training Details in Hierarchical Alignment

1) Joint Optimization of Camera Poses and Local Gaussians:
Local Gaussians, initialized directly from fragments, are op-
timized for 200 steps to refine both Gaussian parameters and
camera poses. 2) Cross-Fragment Alignment: To achieve a
more accurate transformation between two local Gaussians,
we use the initial transformation from Key Frame Optimiza-
tion to align the first novel view in the next local Gaussian.
This camera pose is optimized for 200 steps. Subsequently,
the optimized transformation is applied to the rest of first
four novel views, with each view being optimized for an
additional 200 steps. 3) Visibility Masking and Pairwise
Merging: After optimizing camera poses, visibility masks
are generated for the first four novel views through rendering.
These views are prioritized because they are less likely to
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Train Time SSIM{ PSNR1{ LPIPS| ATE |
CF-3DGS [3]  10h13min  0.4792 15.21 0.4628  0.014
Ours 2h42min  0.8824 29.75 0.1281  0.007

Table 3. Quantitative Evaluations on long sequences in Tanks
and Temples Dataset. Note that in training, our method does
not require any camera parameters, while CF-3DGS still requires
known intrinsics.

Model Train Time SSIM{1 PSNR1T LPIPS |
MASt3R MVS+3DGS 19min3s 0.6400 18.48 0.5355
CUT3R MVS+3DGS 17minls 0.6191 18.36 0.5577
VGGT MVS+3DGS 16min57s  0.6541 19.88 0.5392
Ours 24min58s  0.8957 30.02 0.1745

Table 4. Ablation studies on different MVS initialization meth-
ods on CO3D-V2 Dataset.

be masked and more likely to contain redundant points that
need filtering during pairwise merging. Following the merg-
ing step, as the local Gaussian expands to include views from
one additional fragment, the training iteration is extended by
200 steps.
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Figure 1. Visual Comparisons on CO3D-V2 dataset.
VideoLifter achieves faithful 3D reconstruction, preserves bet-
ter details, and alleviates incremental error in progressive learning.

3. More Experimental Results
3.1. Per-Scene Breakdown Results

To better illustrate the effectiveness of VideoLifter, we
present a breakdown analysis in Table 5 and Table 6, com-
paring VideoLifter with other baselines on individual
scenes.

On the Tanks and Temples dataset, VideoLifter
achieves comparable performance in PSNR and surpasses
CF-3DGS in most SSIM and LPIPS metrics. On the CO3D-
V2 dataset, the advantage of VideoLifter is even more
obvious, consistently outperforming CF-3DGS across all
scenes. It is worth noting that CF-3DGS is fragile on the
CO3D-V2 dataset and can fail intermittently. For fairness,
we run CF-3DGS multiple times on the same scene and
report its best performance.

3.2. Quantitative Comparison on Long Videos

For long sequences from the Tanks and Temples dataset,
we compare against the strongest baseline, CF-3DGS, on
both novel view synthesis and pose estimation in Table 3.
Our method achieves significantly better performance while
requiring only about 26% of the training time.

3.3. More Qualitative Comparisons

We present additional qualitative results for novel view syn-
thesis on Tanks and Temples and CO3D-V2 in Figure 2 and
Figure 1, respectively, following the same evaluation proce-
dure described in the main paper. For NeRFmm, which is
designed for forward-moving camera motions, the large and
diverse camera motions in the CO3D-V2 dataset often lead
to reconstruction failures.

3.4. MVS Initialization Comparisons

Since 3D-GS requires a point cloud for initialization and
camera poses for optimization, a straightforward strategy
is to leverage multi-view stereo (MVS) methods to obtain
both, and then directly train 3D-GS. This approach, adopted
by InstantSplat [2], has shown effectiveness in sparse-view
settings. However, InstantSplat cannot directly handle dense
views, as the global optimization in stereo-based methods
such as MASt3R often leads to out-of-memory (OOM) is-
sues. To extend it to long-sequence videos, we adopt a
chunk-by-chunk variant, but the performance degrades sig-
nificantly.

More recently, several end-to-end MVS methods (e.g.,
CUT3R, VGGT, Fast3R) have been proposed that process
multi-view inputs in a feed-forward manner. We therefore
conduct additional comparisons following the same strategy
as InstantSplat, but replacing the MVS backbone with these
methods. As reported in Table 4, while these approaches
are faster, their performance remains substantially worse
than ours, even when jointly optimizing 3D-GS and poses.
The main reason is that the dense predictions from MVS
are overly redundant, and the estimated poses lack sufficient
accuracy. Optimizing all frames at once with such noisy
inputs hinders 3D-GS training, resulting in blur and artifacts.
Similar observations have also been reported in GitHub is-
sues [1].
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SCeNeS  “SSIMT PSNRT LPIPS| ATE] SSIM PSNR LPIPS ATE SSIM PSNR LPIPS ATE SSIM PSNR LPIPS ATE SSIM PSNR LPIPS ATE

Family 0.96 33.21 0.04 0.001 096 3291 0.05 0.003 0.67 2370 049 0.007 0.61 23.04 0.56 0.115 0.64 23.68 0.51 0.075
Horse 0.96 33.25 0.04 0.006 096 3374 0.05 0.003 0.82 2675 0.28 0.008 0.72 2409 041 0.014 0.57 1691 0.50 0.006
Barn 0.91 30.53 0.10 0.002 085 29.17 0.2 0.004 0.66 2522 047 0.037 0.64 2528 048 0.050 0.54 1897 0.55 0.025
Francis 0.91 32.32 0.11 0.004 092 3272 0.14 0.006 0.78 28.81 0.40 0.009 0.69 2585 0.57 0.082 0.63 23.00 0.52 0.053
Ignatius 0.93 30.64 0.07 0.006 090 2811 0.09 0.005 0.61 2405 048 0.005 047 21.78 0.60 0.029 040 1829 0.59 0.016
Church 0.93 29.57 0.11 0.002 093 30.08 0.09 0.002 0.72 2492 041 0.010 0.62 23.17 052 0.052 052 2145 053 0.029

Museum 0.92 30.47 0.08 0.005 091 2990 0.10 0.004 0.77 2648 034 0.021 0.61 2358 0.55 0.263 037 1588 0.65 0.065
Ballroom 0.96 32.75 0.04 0.005 096 3251 0.05 0.003 0.67 24.02 042 0.006 0.50 20.66 0.60 0.018 0.58 22.00 0.51 0.014
Average 0.93 31.59 0.07  0.004 092 31.14 0.09 0.004 071 2549 041 0.013 0.61 2342 054 0.078 0.53  20.02 0.55 0.035

Table 5. Per-Scene Quantitative Comparisons on Tanks and Temples. Each baseline method is trained with its public code under the
original settings and evaluated with the same evaluation protocol. The best results are highlighted in bold.

Ours CF-3DGS Nope-NeRF NeRFmm
scenes SSIMT PSNRT LPIPS| ATE] SSIM PSNR LPIPS ATE SSIM PSNR LPIPS ATE SSIM PSNR LPIPS ATE
34.1403.4393 090 3002 0.7 0014 0.8 2519 025 0009 079 2002 044 0052 053 1477 0.63 0058
4625877531 086 2791 018 0.007 076 2350 024 0009 073 2666 042 0055 023 1174 0.72 0.066
106.12648_23157 0.82 2504 020 0010 034 1617 048 0008 042 1982 059 0065 020 1101 073 0.069
1101305123361 090 2955 016 0042 066 2135 035 0031 071 2658 049 0054 048 1618 0.68 0.045

189.20393_38136 0.93 32.54 0.21 0.007 091 3222 026 0.005 0.84 2932 0.54 0.067 0.71 1643 0.60 0.056
2452618252130 0.89 29.77 0.21 0.007 0.82 2623 031 0.017 0.79 2573 049 0.046 045 1376 0.70 0.068
2472644150907 0.78 25.67 0.32 0.006 0.68 2144 041 0.006 0.72 2399 0.3 0.036 033 1139 0.78 0.051
407.54965_106262 0.87 29.13 0.31 0.009 0.76  21.67 0.44 0.009 0.82 27.78 0.57 0.066 0.69 14.69 0.70 0.072
415.57112_110099 0.80 27.47 0.23 0.016 0.69 2492 033 0.004 0.60 2433 0.55 0.049 029 12.04 0.73 0.069
429_60388_117059 0.76 26.62 0.25 0.006 042 17.15 045 0.046 0.61 2221 0.57 0.058 047 1230 0.79 0.056

Average 0.85 28.37 0.22 0.012 0.68 2298 035 0.014 0.70 2554 0.52  0.055 044 1343 0.71 0.061

Table 6. Per-Scene Quantitative Comparisons on CO3D-V2. Each baseline method is trained with its public code under the original
settings and evaluated with the same evaluation protocol. The best results are highlighted in bold.
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Figure 2. Visual Comparisons on Tanks and Temples dataset. VideoLifter achieves faithful 3D reconstruction, preserves better
details, and alleviates incremental error in progressive learning.
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