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1 TRAINING DETAILS

For a fair comparison, all the models with and without our proposed methods are trained with identi-
cal experimental setups. All the models are trained on 8 Nvidia A100 GPUs. For the training details
like hyperparameters and training pipelines, we follow the original models. For example, for the
video instance segmentation task, all the models are first pretrained on the MS COCO (Lin et al.,
2014) benchmark and then finetune on the YouTube-VIS (Yang et al., 2019) dataset. For SeqFormer
(Wu et al., 2021), the models are jointly trained on both MS COCO and YouTube-VIS datasets,
following their pipelines. All the models are trained on the training split and then evaluated on the
validation split.

2 VISUALIZATION

Object detection. We use DAB-DETR (Liu et al., 2022) as an example to visualize and compare the
performance of the object detection task on MS COCO val benchmark (Lin et al., 2014) as Figure
1. For better visualization, we use red arrows to point out the objects that are not detected correctly:
one car is not detected. In contrast, our DQ-DAB-DETR can accurately detect those objects.

Instance/Panoptic segmentation. We visualize several examples and compare them between
Mask2Former (Cheng et al., 2021) and DQ-Mask2Former as Figure 2. For better visualization,
we use red rectangles to highlight where the original Mask2Former does not perform an accurate
prediction. From the figure, our DQ-Mask2Former can effectively generate higher-quality masks
for instance/panoptic segmentation, compared to the original Mask2Former model. For instance
segmentation, our DQ-Mask2Former can generate smooth and complete masks with high qualities
compared to the original Mask2Former, as shown in the red rectangles in Figure 2. For panoptic
segmentation, the improvement of our DQ-Mask2Former is more obvious. As shown in Figure 2,
the original Mask2Former cannot correctly detect and generate accurate masks for the category of
tree compared with our DQ-Mask2Former.
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Figure 1: Quantitative comparison examples of DAB-DETR/DAB-Deformable-DETR and DQ-
DAB-DETR/DQ-DAB-Deformable-DETR on the object detection task on MS COCO (Lin et al.,
2014) benchmark with ResNet-50 as the backbone.

(a) Instance Segmentation

(b) Panoptic Segmentation

Figure 2: Quantitative comparison examples of Mask2Former(Cheng et al., 2021) and DQ-
Mask2Former on the instance/panoptic segmentation task on MS COCO (Lin et al., 2014) bench-
mark with ResNet-50 as the backbone.
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