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Figure 1: Visual ablation studies for S-branch. As can be seen, S-branch helps to remove the artifacts
and noise in the processed results.

Low-light T-branch only

Table 1: Quantitative ablation studies on three tasks, i.e., deblurring on GoPro (Nah et al., [2017),
LLIE on LOL (Wei et al.,[2018) and mixed degradation processing on LOL-Blur (Zhou et al.,[2022).
Line Methods GoPro LOL LOL-Blur  Average
1 w/o S-branch  22.02/0.695 16.29/0.607 18.23/0.645 18.85/0.649
2 w/o downsizing 22.12/0.718 15.48/0.636 18.12/0.660 18.57/0.672
3 DEvUDP 22.19/0.708 16.88/0.667 18.03/0.653 19.03/0.676

1 USED DATASETS

The detailed information of used datasets is as follows:

* GoPro (blur) (Nah et al., 2017). The most widely-used dataset for motion deblurring. It
consists of 2103 blurry-sharp images pairs for training and 1111 pairs for inference. The
resolution of each image is 1280 720. The blurry frame of GoPro is obtained by averaging
the multiple shape frames, and strictly speaking, it is a synthetic dataset.

* RealBlur-J (blur) (Rim et al.,2020). It includes 3758 real-world training pairs and 980 in-
ference pairs. The resolution of the image is not mixed, and we resize the image uniformly
to 640x720. It is a real-world blur dataset.

* LOL (low-light) (Wei et al., 2018). The most widely-used real-world dataset for low-light
image enhancement (LLIE). It includes 485 low-high light image pairs for training and 15
pairs for inference. The resolution of each image is 640x 400.

e LOL-Blur (mixed blur & low-light) (Zhou et al., 2022). The first large-scale dataset for
mixed deblurring & low-light processing. It consists of 12000 low-blurry/high-sharp image
pairs, in which 10200 pairs are used for training and 1800 pairs for inference. The resolu-
tion of each image is 1120x 640. It is a synthetic dataset since all images are synthesized
by a specific pipeline.

* Rainl100H (rain) (Yang et al., 2017). One of the widely-used difficult deraining datasets.
It consists of 1800 rain/rain-free image pairs for training and 100 pairs for inference. The
resolution of each image is either 481 x 321 or 321 x 481. It is a synthetic dataset.

* Rain100H-Dark (mixed rain & low-light). The dataset we constructed for mixed rain &
low-light processing. Specifically, we select the images in Rainl00H as basic data and
follow the widely-used low-light synthesis pipeline (Lv et al.l 2021} to simulate mixed
degradation.
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Figure 2: Visual ablation studies for downsizing operation on deblurring and low-light image en-
hancement tasks. As can be seen, the downsizing operator makes the processed results sharper.

Table 2: Quantitative comparison of deraining Table 3: Quantitative comparison of LLIE per-
performance on widely-used deraining dataset  formance on LOL (Wei et al, 2018) dataset.

Rain100H OT7). Methods _ PSNRT SSIM{ MAE] LPIPS|
Methods __ PSNRT SSIMT MAE] LPIPS] LIME 1422 0514 5092 0.368
SIRR 2064 0.656 2026 0.321 Zhangetal. 1402 0513 5191 0372

Semi-Deraingan 20.66 0.754 20.20 0.244 Zero-DCE 1497 0.500 41.62 0.432
CycleGAN ~ 22.82 0.740 14.48 0.202 Zero-DCE++ 1480 0516 43.72 0413

DerainCycleGAN 19.96 0.678 22.23 0.324 RUAS 1640 0.500 39.11 0.270
NLCL 17.04 0.585 33.02 0.275 SCI 1402 0508 52.36 0.388

DEVUDP (Ours) 23.09 0.743 13.73 0.181 DEVUDP (Ours) 16.02 0.668 39.20 0.320

2 ABLATION STUDIES

1) Effectiveness of S-branch. To verify the effectiveness of S-branch, we conduct quantitative and
visual ablation studies on related three tasks, i.e., deblurring on GoPro 2017), low-light
image enhancement on LOL 2018) and mixed degradation processing on LOL-Blur
2022) . The line 1 and 3 in Table [1| quantitatively proves the effectiveness of S-branch.
Besides, Fig|l|shows that the S-branch is indispensable for the whole architecture.

2) Effectiveness of downsizing operation. Before all data augment operation, the image should
be downsized while keeping the width-high ratio unchanged. To verify the effectiveness of this
downsizing operation, we quantitatively and qualitatively compare the performance on above tasks
before and after removing the downsizing operation. The line 2 and 3 in Table [T] demonstrate the
gain of the downsizing operator in quantitative performance, and Fig[2| shows that the downsizing
operation can make the processed results more clear.

3 EXTENSION EXPERIMENTS, POTENTIAL LIMITATION AND DISCUSSION

There are always two sides to a coin and our DEVUDP may have potential limitations. Compared
to other joint task processing strategies (i.e., ODPI, AiO and MDPI), our DEVUDP is specifically
applicable to the task of joint deblurring and LLIE, which is determined by the characteristics of
the tasks themselves. Perhaps joint LLIE and other IRAE task is also feasible (e.g., enhancing
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Figure 3: Visualization comparison between our method and several unsupervised/semi-supervised
methods. From left-top to right-bottom: rainy input, ground-truth, SIRR 2019), Semi-

Deraingan 2021b), CycleGAN 2017), DerainCycleGAN 202Ta),
NLCL 2022) and Ours. As can be seen, our DEVUDP has better visual effect.

an image via deraining paradigm), but at least the LLIE task is a necessity. In fact, we did this.
Like joint deblurring and LLIE, we conduct the experiment on joint deraining and LLIE using the
same architecture and experimental settings. For dataset selection, we choose one of widely-used
difficult datasets Rain100H for deraining, the most widely-used LOL
dataset for LLIE and synthetic dataset Rain100H-Dark for mixed degradation processing. We
first use the training set of Rain100H for training and use the test sets of Rainl00H and LOL for
inference.

For the task of deraining, we employ two semi-supervised methods (i.e., SIRR (Wei et al.,2019) and
Semi-Deraingan (Wei et al., [2021b)) and two unsupervised methods (i.e., CycleGAN (Zhu et al.
[2017), DerainCycleGAN (Wei et al [202Ta) and NLCL (Ye et all [2022)) for comparison. The
quantitative and qualitative results are shown in Table 2] and Fig[3] From the results, we can learn
that: 1) Our method also performs well for deraining although it is specifically designed for joint
deblurring & LLIE, since Rain100H is a relatively difficult dataset; 2) Our method obtains higher
numerical results while achieving more visually pleasing results.
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Figure 4: Visualization comparison between our method and several optimizing-based/zero-
reference data-based methods. From left-top to right-bottom: low-light input, ground-truth, LIME
(Guol 2016), Zhang et al. (Zhang et al), [2019), Zero-DCE 2020), RUAS
[2021), SCI (Ma et all, [2022) and Ours. Clearly, the enhanced results of our DEvUDP are more
natural.
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Figure 5: Visualization result of our method for mixed rain & low-light processing.

For the task of LLIE, we directly use the model pre-trained on the deraining dataset Rain100H (Yang

for LLIE. Six related methods (i.e., LIME 2016), Zhang et al. 2019),
Zero-DCE [2020), Zero-DCE++ [2022), RUAS and SCI (Ma|
et al.,[2022)) are involved in the experimental comparison and the results are demonstrated in Table
El%li Figld] From the results, we can learn that: 1) the model pre-trained by deraining dataset could
also have the ability to enhance the low-light image, not only applicable for deblurring dataset;
2) The quantitative result of our method is competitive and the visualization result is quite natural
comparing to other methods.

For the mixed processing of rain & low-light, we also try to use the model pre-trained on the derain-
ing dataset Rain1 00H to recover the corrupted image. The visualization result are
displayed in Fig[5] From the figure, we can see that the visual effect of the processed result doesn’t
look so good. Specifically, the rain streaks are not well removed and there is no visible enhancement
effect.
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We speculate that the possible reasons for this problem are as follows: 1) The model may not
adaptable to the joint deraining and LLIE since the deblurring setting was adopted directly, which
means that this problem might be solved if we could find a more suitable model and setting; 2) The
self-regression technique helps adjust global brightness, which means that it can adjust under- or
over-exposed images to be normal based on global statistical information (e.g., the average of three-
channel of the whole image). However, the rain streaks themselves can be seen as an overexposed
property, globally neutralising the low-light and causing the rainy low-light image itself to fall into
the normal range.

In summary, we have demonstrated, at least experimentally, that it is applicable to enhance low-
light images using other IRAE paradigm, and that the ability of mixed degradation processing in the
proposed strategy needs to be further investigated and improved.
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