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ABSTRACT

Parameter-efficient transfer learning (PETL) has attracted significant attention
lately, due to the increasing size of pre-trained models and the need to fine-tune
them for superior downstream performance. This community-wide enthusiasm has
sparked a plethora of approaches. Nevertheless, a systematic study to understand
their performance and suitable application scenarios is lacking, leaving questions
like “when to apply PETL” and “which approach to use” largely unanswered, es-
pecially in visual recognition. In this paper, we conduct a unifying empirical study
of representative PETL approaches in the context of Vision Transformers (ViT).
We systematically tune their hyper-parameters to fairly compare their accuracy on
downstream tasks. Our study not only offers a valuable user guide but also unveils
several new insights. First, if tuned carefully, different PETL approaches can
obtain quite similar accuracy in the low-shot benchmark VTAB-1K. This includes
simple approaches like fine-tuning the bias terms that were reported inferior. Sec-
ond, though with similar accuracy, we find that PETL approaches make different
mistakes and high-confidence predictions, likely due to their different inductive
biases. Such an inconsistency (or complementariness) opens up the opportunity for
ensemble methods, and we make preliminary attempts at this. Third, going beyond
the commonly used low-shot tasks, we find that PETL is also useful in many-shot
regimes — it achieves comparable and sometimes better accuracy than full fine-
tuning, using much fewer learnable parameters. Last but not least, we investigate
PETL’s ability to preserve a pre-trained model’s robustness to distribution shifts
(e.g., a CLIP backbone). Perhaps not surprisingly, PETL approaches outperform
full fine-tuning alone. However, with weight-space ensembles, the fully fine-tuned
model can better balance target (i.e., downstream) distribution and distribution shift
performance, suggesting a future research direction for PETL.

1 INTRODUCTION

Pre-training and then fine-tuning has become the standard practice to tackle visual recognition
problems (Bommasani et al.,|2021). The community-wide enthusiasm for open-sourcing has made
it possible to access large, powerful pre-trained models learned from a gigantic amount of data,
e.g., ImageNet-21K (Ridnik et al.,2021]) or LAION-5B (Schuhmann et al., [2022). More research
focus has thus been on how to fine-tune such large models (Yu et al., 2023a). Among existing
efforts, parameter-efficient transfer learning (PETL), a.k.a parameter-efficient fine-tuning (PEFT),
has attracted increasing attention lately (Han et al.,|2024; Ding et al.,[2023)). Instead of fine-tuning
the whole model (i.e., full fine-tuning) or the last fully connected layer (i.e., linear probing), PETL
approaches seek to update or insert a relatively small number of parameters to the pre-trained model
(Xin et al., |2024). Doing so has several noticeable advantages. First, as named, PETL is parameter-
efficient. For one downstream task (e.g., recognizing bird species or car brands), it only needs to learn
and store a tiny fraction of parameters on top of the pre-trained model. Second, accuracy-wise, PETL
has been shown to consistently outperform linear probing and often beat full fine-tuning, as reported
on the commonly used low-shot image classification benchmark VTAB-1K (Zhai et al.,[2019).

To date, a plethora of PETL approaches have been proposed, bringing in inspiring ideas and promising
results. Along with this come several excellent surveys that summarize existing PETL approaches
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(a) Accuracy gain vs. linear probing on VTAB-1K (19 tasks) (b) Target distribution vs. distribution shifts

Figure 1: Highlights of our insights. (a) Downstream accuracy: if tuned carefully, different PETL methods
achieve similar accuracy (e-e for the range from the most to the least accurate methods) and consistently
outperform linear probing (x) and full fine-tuning () on VTAB-1K. (b) Distribution shift accuracy: fine-
tuning a CLIP ViT-B/16, known for its generalizability across domains, with PETL on ImageNet-1K (100
samples/class) better preserves the distribution shift accuracy (Y-axis, averaged across ImageNet-V2, ImageNet-
S, ImageNet-R, and ImageNet-A) than , evidenced by the x points. Interestingly, weight-space
ensembles (WiSE) (Wortsman et al.| |2022) is applicable between PETL’s fine-tuned model and the pre-trained
model (M), but not as effective as applying it to the fully fine-tuned model. Details are insection 3|and|section 7}

(Yu et al.,[2023a; Xin et al., 2024} |Ding et al., [2023)). Yet, a systematic understanding of the PETL
paradigm seems still missing.

For example, with so many PETL approaches, there is a lack of unifying references for when and
how to apply them. Though superior accuracy was reported on the low-shot benchmark VTAB-1K,
there is not much discussion on how PETL approaches achieve it. Does it result from PETL’s ability
to promote transferability or prevent over-fitting? The current evaluation also raises the question of
whether PETL is useful beyond a low-shot scenario. Last but not least, besides superior accuracy, do
existing PETL approaches offer different, ideally, complementary information?

Attempting to answer these questions, we conduct a unifying empirical study of representative
PETL approaches in the context of Vision Transformers (ViT) (Dosovitskiy et al., [2020). This
include Low-Rank Adaptation (LoRA) (Hu et al.| 2021)), Visual Prompt Tuning (VPT) (Jia et al.,
2022), Adapter (Houlsby et al., 2019), and ten other approaches. We systematically tune their hyper-
parameters to fairly compare their accuracy on the low-shot benchmark VTAB-1K. This includes
learning rate, weight decay, and approach-specific parameters like the size of PETL parameters.
Besides VTAB-1K, we examine PETL approaches on full-size downstream datasets such as CIFAR-
100 (Krizhevsky et al.,|2009), RESISC for remote sensing image scene classification (Cheng et al.}
2017), and Clevr-Distance for depth classification with synthetic data (Zhai et al., 2019} |Johnson
et al., 2017). We also conduct a study on ImageNet (Deng et al.,|2009) and its variants with domain
shifts (Hendrycks et al.,2021a; Gao et al., [2023} |Hendrycks et al.,2021b; [Recht et al., [2019).

We summarize our key findings and extended analyses as follows.

Representative PETL approaches perform similarly on VTAB-1K, if properly implemented.
This includes methods previously considered less effective, such as fine-tuning the bias terms (Zaken
et al.| [2022)) in the pre-trained backbone and methods originally proposed for NLP, like Adapter
(Houlsby et al.,|[2019). Among all the hyper-parameters, we find the drop path rate (Huang et al.,[2016)
quite important. Ignoring it (i.e., setting it to 0) significantly degrades the performance. Overall, PETL
approaches consistently outperform linear probing and full fine-tuning on all 19 image classification
tasks (each with 1, 000 training examples) in VTAB-1K.

While similarly accurate on average, PETL approaches make different predictions. The above
finding seems daunting: if existing PETL approaches all perform similarly in terms of accuracy, do
we learn anything useful beyond a single approach? This is particularly worrisome given that they
fine-tune the same backbone using the same downstream data. Fortunately, our analysis shows that
different PETL methods learn differently from the same data, resulting in diverse prediction errors
and confidence. We attribute this to their difference in inductive biases (Neyshabur et al.| 2014)) —
they explicitly specify different parameters to be updated or inserted. This opens up the door to
leverage their discrepancy for improvement, e.g., through ensemble methods (Dietterich, 2000; Zhoul
2012) or co-training (Blum & Mitchell, |1998; |Balcan et al.,[2004) and we provide preliminary studies.
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PETL is also effective in many-shot regimes. We apply PETL beyond the low-shot regime and find
it effective even with ample downstream training data — PETL can be on par or outperform full fine-
tuning. This suggests that varying a fraction of parameters of a properly chosen pre-trained backbone
(e.g., pre-trained on ImageNet-21K (Dosovitskiy et al.l[2020)) could already offer a sufficient effective
capacity (Zhang et al.| 2021) to reach a performant hypothesis for downstream tasks.

PETL is more robust than full fine-tuning to distribution shifts, but with weight-space ensembles,
the observation is overturned. We also evaluate PETL’s robustness to distribution shifts, inspired
by (Wortsman et al., 2022)). We consider a CLIP backbone (Radford et al., [2021), known for its
superior generalizability to distribution shifts, and apply PETL to fine-tune it with ImageNet-1K. We
find that PETL preserves CLIP’s generalizability (e.g., to samples from ImageNet-Sketch or ImageNet-
Rendition) better than full fine-tuning. This may not be surprising. What is interesting is that the
weight-space ensembles (WiSE) between the fine-tuned and pre-trained models (Wortsman et al.}
2022) apply to PETL as well to further improve the robustness without sacrificing the downstream
accuracy. Nevertheless, full fine-tuning with WiSE can achieve even higher accuracy in both
downstream and distribution shift data than PETL, suggesting a further research direction in PETL.

What lead to PETL’s success? We attempt to answer this fundamental question by analyzing the
results of our study. On VTAB-1K with 19 tasks, we find two cases: 1) in some tasks, full fine-tuning
outperforms linear probing, suggesting the need to update the backbone; 2) in some tasks, linear
probing outperforms full fine-tuning, suggesting either the backbone is good enough or updating it
risks over-fitting. The superior accuracy of PETL in both cases suggests that PETL acts as an effective
regularizer during low-shot training. Still using VTAB but with ample training data, we find that for
tasks in case 1), PETL is on par with full fine-tuning, suggesting that its regularization role does not
prevent the fine-tuned model from learning sufficiently from the data. For tasks in case 2), PETL
can surprisingly still outperform full fine-tuning, suggesting that it effectively transfers (or preserves)
some useful pre-trained knowledge that full fine-tuning may wash away. In sum, PETL succeeds as a
high-capacity learner equipped with an effective regularizer.

Contributions. Instead of chasing the leaderboard, we systematically understand existing approaches
via a unifying study. Our contribution is thus not a technical novelty, but: (1) a systematic frame-
work enabling consistent and reproducible evaluations of PETL methods; (2) a set of empirical
recommendations on when and how to use PETL methods for practitioners; (3) new insights for
future research including leveraging PETL’s prediction differences and exploring robust fine-tuning.

What do we not investigate? There are many aspects that one can ask about PETL. Our study does
not consider computation-specific properties like memory usage and FLOPS.

2 BACKGROUND

2.1 LARGE PRE-TRAINED MODELS

Pre-trained models have become an indispensable part of modern Al development (Bommasani
et al., 2021). Building upon neural networks with millions if not billions of parameters and gigantic
amounts of training data, these large pre-trained models have led to groundbreaking results in various
downstream tasks (Liang et al.l 2024; Moor et al.,|2023)) and shown several emerging capabilities not
observed previously (Khan et al.} [2022; |Li et al.,|2024; | Bommasani et al., 2021)). For example, in
computer vision, a Vision Transformer (ViT) (Dosovitskiy et al.,2020) trained with ImageNet-21K
(around 14M images) leads to consistent gains v.s. a ViT trained with ImageNet-1K (around 1.3M
images) (Dosovitskiy et al., 2020). ViTs pre-trained with millions of image-text pairs via a contrastive
objective function (e.g., a CLIP-ViT model) (Radford et al., 2021} |Cherti et al., [2023) show an
unprecedented zero-shot capability and robustness to distribution shifts (Radford et al.l 2021). In this
paper, we focus on the ImageNet-21K-ViT and use the CLIP-ViT in a robustness study.

Vision Transformer (ViT).

We briefly review ViTs (Dosovitskiy et al.l [2020), which are adapted from the Transformer-based
models (Vaswani et al., [2017) in NLP. ViTs divide an image into a sequence of N fixed-sized

patches and treat them like NLP tokens. Each patch is first embedded into a D-dimensional vector

xé") with positional encoding. The sequence of vectors is then prepended with a “CLS” vector
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2\ to generate the input Zo = [\C™, z{", -+ &{™] € RP*(1+N) t0 a VIT, composed of M

Transformer layers. We use super-/sub-script to index token/layer. The output of the “CLS” token
mg\?ass) is used as the image representation.

Each of the ViT’s M Transformer layers consists of a multi-head self-attention (MSA) block, a
multi-level perceptron (MLP) block, two Layer Normalization (LN) blocks (Ba et al.,|2016), and two
residual links. The m-th Transformer layer can be formulated as

Z' = MSA (LN (Zmn_1)) + Zim_1, )
Z,, = MLP (LN (Z;n)) + Z:m @
where Z,, 1 = [2!S%) 2 ... 20 ] e RPX(4N) s the output of the preceding (m — 1)-th

Transformer layer. The MLP is applied to each column vector of Z/, independently.

Without loss of generality, let us consider an MSA block with a single head. Given a generic input
Z € RP*(+N) this block first projects it into three matrices, Query @, Key K, and Value V'

Q=WpZzZ, K=WgZ, V=WyZ, 3)
where Wq i /v € RP*D are projection matrices. The output of this block is then formulated as
K'Q

VD

2.2 PARAMETER EFFICIENT TRANSFER LEARNING (PETL)

V x Softmax( ) e RPX(+N), 4)

Fine-tuning is arguably the most common way to tailor a pre-trained model for downstream tasks. As
the size of pre-trained models gets larger, copying and updating all the parameters for one downstream
task becomes inefficient. PETL has thus emerged as a promising paradigm.

PETL was originally developed in NLP (He et al., [2021a} [Lester et al., [2021}; |He et al., 2022bj
Mao et al.} 2022} |Sung et al.| 2021; Zaken et al.,[2022; |Asai et al.,|[2022; Vu et al., 2022} |Liu et al.,
2022a; Su et al., 20225 [Zhong et al., [2022) and has attracted increasing attention in vision (Jia
et al.l 2022; |Chen et al.| 2022b; Jie & Deng| [2022} Zhang et al.| [2022b; Liu et al., |2022b; |Lian
et al., [2022). Existing approaches can generally be categorized into four groups: prompt-based,
adapter-based, direct selective parameter tuning, and efficient selective parameter tuning. We focus
on visual recognition and compare representative PETL approaches applicable to ViTs. During
fine-tuning, all approaches learn a new FC layer for prediction.

Prompt-based approaches. Prompt-based learning emerged in NLP (L1u et al.| 2023} |Lialin et al.|
2023). The core concept is to augment the input data with task-specific hints (prompts). Visual
Prompt Tuning (VPT) (Jia et al., 2022) adapts such an idea to ViTs. Specifically, its deep version
(VPT-Deep) prepends a set of soft prompts to the input tokens of each Transformer layer (i.e.,
{Z %;01) and only optimizes the prompts during fine-tuning. Other representative works in this
category include (Yu et al.,|2023b} [Tu et al.,|2023;|Gu et al., [2023]).

Adapter-based approaches. This category typically introduces additional trainable parameters (e.g.,
an MLP block) to the frozen pre-trained model (Lialin et al.| 2023)). It was initially developed for
multi-domain adaptation (Rebutffi et al.,|2017;2018)) and continual learning (Rosenfeld & Tsotsos),
2018; [Mai et al., [2022)), and was subsequently extended to the NLP and vision domains to adapt
Transformer-based models (Houlsby et al.,[2019; [Yu et al.l 2023b).

We consider five popular adapter-based methods. Houl. Adapter (Houlsby et al.,[2019) is the first
adapter-based PETL approach. It inserts two Adapters — a two-layer bottleneck-structured MLP
with a residual link — into each Transformer layer, one after the MSA block and the other after the
MLP block. Pfeif. Adapter (Pfeiffer et al.,[2021)) inserts the Adapter solely after the MLP block,
a strategy shown effective in recent studies (Hu et al,2021). AdaptFormer (Chen et al., 2022b))
inserts the Adapter in parallel with the original MLP block in a Transformer layer, different from
the sequential design of Houl. and Pfeif. Adapter. One can view it as an ensemble, summing the
task-specific features (by the Adapter) and the task-agnostic features (by the original MLP) to form
Z,, in ConvPass (Jie & Deng|[2022) introduces a convolutional-based bottleneck module
(without a skip link) that explicitly encodes visual inductive biases: the 2D convolution is performed
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over tokens of nearby patches. The module is inserted in parallel with the MSA and/or MLP block.
RepAdapter (Luo et al.,|[2023) introduces a linear Adapter with group-wise transformations (Luo
et al.| 2022) and sequentially inserts two such modules after both MSA and MLP blocks.

Direct selective parameter tuning. This category selectively updates a subset of parameters
of the pre-trained model, seen as a trade-off between full fine-tuning and linear probing. We
consider three approaches. BitFit (Zaken et all [2022)) updates the bias terms, including those in
the Q/K/V projections, the MLP blocks, the LN blocks, and the projection for patch embeddings.
LayerNorm (Basu et al.,|2023) updates the trainable parameters of the LN blocks in each Transformer
layer. DiffFit (Xie et al.,2023)) updates both the bias terms and the LN blocks and inserts learnable
factors to scale the features after the MSA and the MLP blocks. Instead of updating parameters,
SSF (Lian et al., 2022 linearly adapts intermediate features, motivated by feature modulation (Huang
& Belongie, 2017} [Perez et al., 2018)). For an intermediate feature Z € RP*(N+1) SSF learns a
D-dimensional scaling vector and a D-dimensional additive vector broadcasting to the tokens.

Efficient selective parameter tuning. Unlike the above category which directly updates parameters,
this category learns additive residuals (e.g., AW) to the original parameters (e.g., W). By injecting
a low-rank constraint to the residuals, this category effectively reduces the learnable parameters.
LoRA (Hu et al., 2021)), arguably the most well-known approach, parameterizes the residuals by
low-rank decomposition to update the Query/Value projection matrices W,y € RP*D Concretely,
to update a W € RP*P matrix, LoRA learns Wyo,, € R™*P and Wy € RP*" with r < D,
and forms the additive residual by AW = W,,Wyown € RPXP. Factor Tuning (FacT) (Jie &
Deng, [2023) extends the idea of matrix decomposition into tensor decomposition. It stacks the
D x D learnable matrices in all the Transformer layers into a 3D tensor and learns an additive
residual parameterized by the well-established Tensor-Train (TT) (Oseledets, [2011) and Tucker
(TK) (De Lathauwer et al.,|2000) formulations.

More detailed descriptions of ViT and PETL methods can be found in Appendix B.

2.3 RELATED WORK AND COMPARISON

The community-wide enthusiasm for PETL has led to multiple survey articles (Yu et al., [2023a} | Xin
et al., 2024; |Han et al., 2024). Meanwhile, several empirical, integrative, and theoretical studies were
presented, mostly based on NLP tasks, attempting to provide a holistic understanding. (He et al.,
2021a; Mao et al., [2021)) provided unified views to methodologically connect PETL approaches.
(Chen et al., 2022a; |Ding et al., 2023; He et al.,|2021b) and (He et al., [2022a)) empirically compared
PETL approaches on NLP and vision tasks, respectively, while (Fu et al.| 2023) offered a theoretical
stability and generalization analysis. Accuracy-wise, (Chen et al.,2022a};|Ding et al., 2023 |He et al.,
2021b) found that PETL is robust to over-fitting and quite effective in NLP tasks under low-data
regimes. This is, however, not the case for vision tasks: (He et al.||20224d) showed that representative
PETL approaches like LoRA and Adapter cannot consistently outperform either full fine-tuning or
linear probing. In terms of why PETL works, (Fu et al., [2023)) framed PETL as sparse fine-tuning
and showed that it imposes a regularization by controlling stability; (Ding et al.l [2023} He et al.,
20224) framed PETL as (subspace) optimization; (Ding et al., 2023) further discussed the theoretical
principle inspired by optimal control.

Our study strengthens and complements the above studies and offers new insights. First, we compared
over ten PETL approaches, more than any of the above. We carefully tune the hyper-parameters,
aiming to reveal the faithful accuracy of each approach. This is particularly important for the vision
community because there have been no unifying references for PETL accuracy; simple approaches
like BitFit have often been reported as quite inferior; the effectiveness of other approaches was
reported quite discrepant from the study in NLP. Second, we go beyond a competition perspective
to investigate a complementary perspective of PETL approaches. We show that different PETL
approaches offer effective base learners for model ensembles. Third, we go beyond downstream
accuracy to investigate PETL’s effectiveness in maintaining out-of-distribution robustness. Fourth,
we systematically analyze the results from low-shot and many-shot regimes and identify two distinct
patterns among PETL, full fine-tuning, and linear probing, extending the understanding of PETL.
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Table 1: Results on VTAB-1K (19 tasks from 3 groups). Based on the accuracy among PETL, linear probing,
and full fine-tuning, we find two task groups ( and ), as discussed in[section 6]
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Figure 2: Ranking frequency of 15 methods (14 PETL + linear probing) for three groups in VTAB-1K. Element
(4, j) is the number of times method ¢ ranks j th in each group. Methods are ordered by mean ranks (in brackets).
The parameters column shows the # of trainable parameters in millions. More details are in Appendix C.

3 How Do PETL METHODS PERFORM IN LOW-SHOTS REGIME?

Pre-trained models are meant to ease downstream applications. One representative scenario is low-
shot learning: supervised fine-tuning with a small number of examples per class. Indeed, low-shot
learning has been widely used to evaluate PETL performance.

Dataset. VTAB-1K (Zhai et al.,[2019) consists of 19 image classification tasks from three groups.
The Natural group comprises natural images captured with standard cameras. The Specialized group
contains images captured by specialist equipment for remote sensing and medical purposes. The
Structured group evaluates the scene structure comprehension, such as object counting and 3D depth
estimation. Following|Zhai et al.|(2019), we perform an 80/20 split on the 1000 training images in
each task for hyperparameter tuning. The reported top1 accuracy is obtained by training on the 1000
training images and evaluating on the original test set.

Methods. We consider linear probing, full fine-tuning, and 14 PETL methods including 2 prompt-
based (Jia et al.,2022), § adapter-based (Houlsby et al., 2019; [Pfeiffer et al., 2021} Chen et al., 2022b;
Jie & Deng, 2022 Luo et al.|2023)), 4 Direct selective (Zaken et al., [2022} [Basu et al.} 2023} Xie
et al., 2023} [Lian et al.| 2022), and 3 Efficient selective (Hu et al., [2021; Jie & Deng} 2023). Please
refer to for details.

Setup. We employ the ViT-B/16 model (Dosovitskiy et al.,[2020) pre-trained on ImageNet-21K (Deng
et al.}2009) as the backbone. The prediction head is randomly initialized for each dataset. Images
are resized to 224 x 224. We systematically tune 1) learning rate, 2) weight decay, and 3) approach-
specifics like the size of PETL parameters which are often left intact. We set a cap for 3), < 1.5% of
ViT-B/16. We also turn the drop path rate (Huang et al.,2016)) on (e.g., 0.1) or off (i.e., 0). A detailed
hyperparameter search grid and additional training details are provided in Appendix A.1.

Results. As shown in[Figure Taland [Table T} PETL methods generally outperform both linear probing
and full fine-tuning across datasets. Additionally, under fair hyper-parameter tuning, we surprisingly
found that most PETL methods perform similarly as the relative standard deviations (divided by
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they have diverse predictions. Details in Appendix C. overlap for the SK least confident data.

Details in Appendix C.

the means) in all three groups are quite low. Simple methods (e.g., Bitfit) and PETL methods
originally proposed for NLP (e.g., LoORA and Adapter), which were previously reported as inferior
due to un-optimized implementations and hyperparameter tuning, now demonstrate competitive
performance with SOTA visual PETL methods. To understand the relative advantages of different
approaches, we provide the ranking frequency of PETL methods across different groups in
where the element (4, j) in each ranking matrix represents the frequency that method 7 ranks j
in each group. Methods are ordered by their mean ranks (in brackets), and the parameters column
indicates the number of trainable parameters in millions. In the natural group, simpler methods with
fewer trainable parameters—such as DiffFit and Fact-TT—offer a cost-effective solution without
compromising performance. Conversely, in the specialized and structured groups, methods with more
parameters generally yield better performance. We hypothesize that this performance discrepancy
arises from the domain affinity between the pre-trained domain (ImageNet) and the downstream
domains. The natural group, sharing a stronger affinity with ImageNet, allows simpler methods like
BitFit to adjust the features effectively. In contrast, the specialized and structured groups necessitate
more complex methods with more trainable parameters to bridge the domain gap.

Recipes. In low-shot regimes, when the downstream data are similar to the pre-trained data, simple
methods (e.g., DiffFit) with decent accuracy and much fewer parameters are preferred—aligning with
Occam’s razor. When there is a substantial domain gap, complex methods with higher accuracy (but
more parameters) become competitive. Learning with low-shot data is prone to over-fitting. We find
that if the drop path rate — which stochastically drops a transformer block per sample (Huang et al.,
— is set not as default (i.e., nonzero), all the methods can benefit from such a regularization,
as shown in Figure 10 in the Appendix.

4 PETL APPROACHES OFFER COMPLEMENTARY INFORMATION

The previous section demonstrates that all PETL methods perform similarly across various domains.
Given that different PETL methods are trained on the same downstream data using the same backbone
and achieve comparable accuracy, one might expect them to learn similar knowledge from the data,
resulting in similar predictions. Contrary to this expectation, our findings below reveal that different
PETL methods acquire distinct and complementary knowledge from the same downstream data,
even when built upon the same backbone, leading to diverse predictions.

We start by analyzing their prediction similarity on the same dataset in VTAB-1K. It is expected
that their predictions are similar for datasets with very high accuracy, such as Flowers102 (avg
99.1%) and Caltech101 (avg 91.4%). Beyond them, we find that most PETL methods show diverse
predictions in other datasets in VTAB-1K. shows the prediction similarities between 14 PETL
methods in DTD, Retinopathy, and DMLab, which belong to natural, specialized, and structured
groups, respectively. In DTD and Retinopathy, most methods differ in about 20% of their predictions,
while in DMLab, this difference increases to approximately 35%, even though they achieve similar
accuracies. This prediction diversity may be attributed to the different inductive biases
of PETL methods — they explicitly select specific parameters to update or insert different
modules at various locations within the model. More analyses and details about [Figure 3|are offered
in Appendix C.
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Such diverse predictions across methods open up the possibility of leveraging their heterogeneity for
further improvement. The most straightforward approach is ensemble (Gontijo-Lopes et al.| [2021)),
e.g., average logits over methods. demonstrates the ensemble performance gain over all the
PETL methods in each dataset, where we use the worst PETL method as the baseline. Due to the
diverse predictions across methods, the ensemble can provide consistent gain.

Also, we analyze if PETL methods make simi-

lar correct predictions for high-confidence sam- g | =% Worst PETL ;

ples and similar mistakes for low-confidence & L Enlembie 4 8
samples. [Figure 4]shows the correct prediction Elo 1 ¥ : s
overlap for the 5K most confident samples (per ¢ A A ag8s. B 3 $
method) and the wrong prediction overlap for % 5 ] § ﬂ i a 8 U ' 28 § °
the 5K least confident samples (per method). For ¢ | ¢ g ¢ n a e 8 B g’
demonstration purposes, we select one method = olxe ! ° 2 oo U 8 ﬂ g o ﬁ 8 6 o a 8
from each PETL category (LoRA, Adapter, SSF) SFTESE $HS §¢ FEsS & Es é’b@@f
and they are fine-tuned on CIFAR-100in VIAB-  && & 550 d 56 ¢ "o ées

< 5

1K. Methods within the same category also show
diverse predictions (Appendix C). Since they Figure 5: Ensemble (avg logits) provides consistent
make different predictions in both high and low- gain on most datasets thanks to the diverse prediction.
confidence regimes, this paves the way for new Details in Appendix C.

possibilities of using different PETL methods to generate diverse pseudo-labels for semi-supervised
learning (Yang et al., 2022)), domain adaptation (Farahani et al.|[2021), and transfer learning (Zhuang
et al.l [2020).

5 How Do PETL METHODS PERFORM IN MANY-SHOT REGIME?

Recent works in NLP |Chen et al.| (2022a) have indicated that PETL methods may not perform
as competitively as full fine-tuning when data is abundant. We thus aim to investigate PETL’s
performance in many-shot regimes by addressing the following questions: (1) Should we use PETL or
full fine-tuning when data is sufficient? (2) How should we adjust the number of trainable parameters
for PETL methods in many-shot regimes?

Dataset. We select one representative dataset from each of the natural, specialized, and structured
groups in VTAB: (1) CIFAR-100|Krizhevsky et al.|(2009)), a natural image dataset comprising SOK
training images across 100 classes; (2) RESISC |Cheng et al.|(2017), a remote sensing dataset for
scene classification with 25.2K training samples across 45 classes; and (3) Clevr-Distance Zhai et al.
(2019); Johnson et al.|(2017), a synthetic image dataset for predicting the depth of the closest object
from the camera with 6 depth classes and 70K samples. The reported results are obtained by training
on the full training set and evaluating on the original test set.

Setup. The model setup follows the VTAB-1K experiment. More details about setup and hyperpa-
rameter search are provided in Appendix A.

Results. In many-shot regimes, with sufficient downstream data, full fine-tuning may catch up and
eventually outperform PETL methods. However, from [Figure 6] we found that even in many-shot
regimes, PETL can achieve comparable results with full fine-tuning, even just using 2% of fine-
tuning parameters. (The performance gain, however, quickly diminishes and plateaus after 5% of
tunable parameters.) By comparing the results on the domain-close CIFAR-100 and domain-different
RESISC and Clevr, we have some further observations. On the one hand, downstream tasks with
larger domain gaps suggest the need to update, perhaps many, parameters to obtain high accuracy.
With sufficient downstream data, full fine-tuning is less prone to over-fitting and indeed attains a high
accuracy. But interestingly, PETL methods, with only 2 ~ 5% of tunable parameters, achieve similar
accuracy, suggesting that its design principle does offer sufficient effective capacity for the model to
learn|Zhang et al.|(2021). On the other hand, downstream tasks with smaller domain gaps suggest
that the pre-trained model had learned sufficient knowledge about them; fully fine-tuning it thus risks
washing such knowledge away. In fact, we found that PETL notably outperforms full fine-tuning on
CIFAR-100, suggesting it as a more robust transfer learning algorithm for downstream tasks.

Recipes. In many-shot regimes, PETL methods with sufficient parameters (2 ~ 5%) appear more
favorable than full fine-tuning and linear probing. On the one hand, they achieve comparable and even
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Figure 6: PETL accuracy in many-shot regimes, with different parameter sizes (X-axis) on three datasets from
different domains. Even 2%-5% trainable parameters allow the models to have sufficient capacity to learn from
full data. (Details are in Appendix C)

better accuracy than full fine-tuning. On the other hand, the tunable parameters remain manageable.
The parameter efficiency of PETL also often implies less training GPU memory usage and training
time, making PETL methods a favorable alternative in many-shot regimes. For a downstream
domain that is close to the pre-training domain, PETL shows much pronounced transferability. For a
downstream domain that is quite different, the limited tunable parameters (controversially, 2 ~ 5%
already amounts to a few million) already allow the model to learn sufficiently.

6 WHY Do PETL METHODS WORK? []

Putting together [section 3|and [section 5| we identify two distinct patterns regarding the performance
among linear probing, full fine-tuning, and PETL. Within 19 VTAB-1K tasks, we see: (1) Full
fine-tuning outperforms linear probing. As linear probing reflects the pre-trained feature quality for
downstream tasks, case (1) suggests the necessity to update the backbone to close the gap between
pre-trained and downstream domains. (2) Linear probing surpasses full fine-tuning, suggesting the
pre-trained features are good enough (at least in a low-shot scenario). Recklessly updating them
may risk over-fitting. (a-b) summarizes the low-shot accuracy comparison based on the
categorization above; each line corresponds to one task. Linear probing, PETL, and fine-tuning are
located in order, from left to right, to reflect their tunable parameter sizes. PETL’s superiority in both
cases showcases its capacity to learn and its regularization role to prevent over-fitting.

We also draw the many-shot accuracy in[Figure 7] (c-d) based on the same categorization: RESISC and
Clevrin case (1), and CIFAR-100 in case (2) . In the many-shot setting, full fine-tuning consistently

outperforms linear probing, which seems to suggest no more risk of over-fitting. However, on CIFAR-
100 (d)), we again see a noticeable gap between PETL and full fine-tuning, just like in
(b). Such a concave shape reminds us of the long-standing under-fitting-over-fitting curve,
suggesting that even with sufficient downstream data, full fine-tuning still risks over-fitting.

Taking into account PETL’s comparable performance to full fine-tuning on RESISC and Clevr with
large domain gaps, we conclude — PETL succeeds as a high-capacity learner equipped with an
effective regularizer; the two roles trade-offs well such that PETL can excel in both low-affinity and
high-affinity domains under both low-shot and many-shot settings.

7 ARE PETL METHODS MORE ROBUST TO DISTRIBUTION SHIFTS?

Large pre-trained models such as CLIP |[Radford et al.| (2021)) and ALIGN [Jia et al.| (2021) have
demonstrated unprecedented accuracy across a range of data distributions when performing zero-shot
inference. However, recent studies Wortsman et al.| (2022); Radford et al.| (2021)) have shown that
fine-tuning on downstream data, while significantly boosting performance on the target distribution,
often compromises the model’s robustness to distribution shifts. Given that PETL only updates a

'Our intention is not to offer a definitive conclusion about why PETL works. As discussed in [subsection 2.3|
there is currently no universally agreed-upon explanation for the effectiveness of PETL. We hope our empirical
findings will contribute to the ongoing efforts to understand the underlying principles of PETL methods.
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More details are in Appendix C.
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Table 2: The “Avg. distribution shift Acc” denotes the average performance of ImageNet-(V2, S, R, A) evaluated
on the CLIP model fine-tuned on ImageNet. (1) indicates the gain over full fine-tuning.

limited number of parameters in the model, we investigate whether PETL can offer a more robust
alternative to full fine-tuning for pre-trained models.

Dataset. We use 100-shot ImageNet-1K as our target distribution, with each class containing 100
images. Following |Wortsman et al.| (2022)), we consider 4 natural distribution shifts from ImageNet:
ImageNet-V2 Recht et al.| (2019), a new ImageNet test set collected with the original labeling
protocol; ImageNet-R |[Hendrycks et al.[(2021a), renditions for 200 ImageNet classes; ImageNet-
S|Gao et al.| (2023)), sketch images for 1K ImageNet classes; ImageNet-A Hendrycks et al.|(2021b)),
a test set of natural images misclassified by a ResNet-50|He et al.| (2015) for 200 ImageNet classes.

Setup. We focus on the CLIP ViT-B/16 model, which comprises a visual encoder and a text encoder,
pre-trained via contrastive learning on image-text pairs. Following [Wortsman et al.| (2022)), we add
an FC layer as the prediction head with zero-initialized bias and initialize weights using the class
label text embedded by the text encoder. Subsequently, we discard the text encoder and apply PETL
methods to the visual encoder, fine-tuning only the PETL modules and the head. More details about
the CLIP model and experiment setup can be found in Appendix A.1.

Results. As shown in[Table 2] while some PETL methods may not surpass full fine-tuning on the
target distribution, they consistently demonstrate more robust performance on distribution shift data.
This is likely because PETL updates only a small fraction of the parameters, thus preserving the
robust features of the foundation models. Given the similar target distribution performance, should
we blindly use PETL methods for more robustness?

Weight-space ensembles (WiSE) for PETL. WiSE (Wortsman et al.,2022)), which linearly interpo-
lates the full fine-tuned and original models, is a popular fine-tuning approach to enhance robustness.
We explore whether WiSE can enhance the robustness of PETL. To apply WiSE to PETL, we first
linearly interpolate the prediction head with a mixing coefficient «. For direct selective tuning
methods (e.g.BitFit), we directly interpolate with the original model. Since most Adapter-based
methods have residual connections, we can multiply the adapter modules with « to control their
strengths. A similar approach can be applied to efficient selective methods (e.g.LoRA) as they learn
additive residuals to the original parameters. As shown in (more results in Appendix C),
WiSE improves both fine-tuning and distribution shift performance of PETL methods. Interestingly,
even though full fine-tuning is generally less robust than PETL methods, applying WiSE allows it to
achieve better performance in both target distribution and distribution shift data, which suggests a
promising research direction for robust PETL.

8 CONCLUSION

We conduct a unifying empirical study of parameter-efficient fine-tuning (PETL), an emerging topic
in the large model era. We have several new insights and implications, including PETL methods’
complementary expertise, suitable application regimes, and robustness to domain shifts. We expect
our study to open new research directions and serve as a valuable user guide in practice.

10
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9 REPRODUCIBILITY STATEMENT

We have made extensive efforts to ensure the reproducibility of our results. All 14 PETL algo-
rithms and two baseline models, along with data preprocessing routines and data loaders for all
datasets—including 19 low-shot datasets, 3 many-shot (full) datasets, and 5 robustness-related
datasets—are implemented within a systematic and extensible framework. This framework is de-
signed to facilitate the easy addition of new PETL methods and datasets, modification of backbones,
and incorporation of additional scenarios, serving as a convenient tool for future research. Detailed
explanations of our implementations, raw results for all experiments, and commands to reproduce the
results are thoroughly documented in the README file. We provide the anonymous source code in
the supplementary material.

10 ETHICS STATEMENT

Our study provides a unifying study of PETL in visual recognition. We expect it to serve as a valuable
practical user guide to benefit society. Specifically, fine-tuning large models needs significant
computation. A unifying study of PETL will ease end-users to apply more parameter-efficient and
computation-efficient ways for fine-tuning. To our knowledge, our paper does not introduce any
additional negative societal impacts compared to existing papers on PETL.
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APPENDIX
We provide details that are omitted from the main paper.

. Experiment and dataset details
. Detailed descriptions of ViT and compared methods.

. Additional results not presented in main paper
. Discussion about further impacts of this work

A EXPERIMENT AND DATASET DETAILS

A.1 EXPERIMENT DETAILS

VTAB-1K We employ AdamW optimizer [Loshchilov & Hutter| (2018) with a batch size of 64
and utilize the cosine decay learning rate scheduler. We train all methods with 100 epochs. The
learning rate is tuned from [le-3, le-2] and weight decay from [le-4, 1e-3]. The method-specific
hyperparameter searching grip is shown in along with the tunable parameter ranges (in
millions). Since most method-specific hyperparameters affect the number of tunable parameters in
the PETL methods, we set a cap on the tunable parameters for each PETL method to be less than or
equal to 1.5% of the total parameters in ViT-B/16, which is approximately equal to the number of
parameters in the Query, Key, and Value matrices of a single MSA block. Consistent with the original
VTAB-1k paper (Zhai et al.} 2019)), most PETL studies|Jie & Deng|(2023;2022);|Luo et al.[(2023)); Jia
et al.|(2022);|Zhang et al.| (2022b); |Luo et al.|(2023)); Lian et al.|(2022) don’t apply data augmentation
as it’s challenging to identify a set of augmentations that uniformly benefits all 19 datasetﬂ To
ensure that our results are directly comparable and that any performance differences are attributable
to the methods themselves rather than data augmentation, we don’t apply data augmentation.

Many-shot We also employ AdamW optimizer with a batch size of 64 and a cosine decay learning
rate scheduler. The learning rate is tuned from [Se-4, 1e-3] and weight decay keeps the same range of
[le-4, 1e-3]. We apply horizontal flipping for CIFAR100, horizontal and vertical flipping for Resisc,
and no augmentation for Clevr. We train all methods with 40 epochs.

Robustness Model CLIP models are trained on image-caption pairs collected from the web. Given
a dataset of such pairs {(z1, $1), ..., (¢B, $B)}, these models learn an image encoder g and a text
encoder h that aim to maximize the similarity (g(z;), h(s;)) between matching image and caption
embeddings while minimizing it for non-matching pairs. For zero-shot classification, the models
predict the class of an input image « from a set of k class names C' = {¢1, ..., cx} by matching z
with captions derived from these class names. Specifically, for each class c;, a caption is formulated
as s; = “aphotoof ac;”. The predicted class is then determined by selecting the one whose
caption embedding has the highest similarity with the image embedding: § = arg max;(g(x), h(s;)).
Alternatively, a weight matrix Weroshot € R4** can be constructed, where each column is the
embedding h(s;) corresponding to class ¢;. The model’s output scores for each class are then
computed as f(x) = g(ac)Term_shm. To generate Wero-shot» W€ ensemble the 80 prompts provided
by CLIP athttps://github.com/openai/CLIP.

Robustness Setup In|section 3|and[section 5} the fine-tuning train set and test set are from the same
data distribution. Injsection 7, we fine-tune the CLIP model using ImageNet-1K training data (100
shots) and subsequently evaluate the fine-tuned model not only on the test set of ImageNet-1K but
also on four additional datasets with distribution shifts: ImageNet-V2, ImageNet-R, ImageNet-S, and
ImageNet-A, as shown in[Figure § Following[Wortsman et al| (2022), we set a small learning rate as
3e-5 and weight decay as 5e-3. We use a strong data augmentation following Zhang et al.| (2022b).

Computation We used a workstation with eight NVIDIA RTX 6000 Ada GPUs, two AMD EPYC
9554 64-Core Processors, and 800GB of RAM.

To demonstrate it, we apply simple data augmentations (RandomResizedCrop and RandomHorizontalFlip)
on three datasets in each group, as shown inTable 4|
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(a) ImageNet Deng et al] (b) ImageNetV?2 (c) ImageNet-R [Hendrycks
20%)

(d) ImageNet Sketch (e) ImageNet-A
et al | (2019) et al| (2021b)

Figure 8: Samples of the class lemon, from the fine-tuned dataset ImageNet and distribution shifts
datasets (ImageNet-V2, ImageNet-R, ImageNet-S, and ImageNet-A). The CLIP model is fine-tuned
with PETL on ImageNet and evaluated on distribution shifts datasets to measure the robustness of
fine-tuned models. The figures are modified based on[Wortsman et al.| (2022)).

Method Hyperparamters #Params (M)

VPT-Shallow Prompt Number: [5, 10, 50, 100, 200] 0.0003 ~ 0.153

VPT-Deep Prompt Number: [5, 10, 50, 100] 0.046 ~ 0.921
BitFit N/A 0.102
DiffFit N/A 0.140
LayerNorm N/A 0.038
SSF N/A 0.205

. Adapter Scale Factor: [0.01, 0.1, 1, 10]
Pfeif. Adapter Adapter Bottleneck: [4, 8, 16, 32] 0.082 ~0.599
Adapter Scale Factor: [0.01, 0.1, 1, 10]
Houl. Adapter Adapter Bottleneck: [4, 8, 16, 32] 0.165 ~1.198
Adapter Scale Factor: [0.05, 0.1, 0.2]
AdaptFormer Adapter Bottleneck: [4, 16, 32] 0.082 ~0.599
RepAdapter Scale Factor: [0.1, 0.5, 1, 5, 10]
RepAdapter RepAdapter Bottleneck: [8, 16, 32] 0239 ~0.903
Convpass Scale Factor: [0.01, 0.1, 1, 10, 100]
Convpass Convpass Bottleneck: [8, 16] 0.327 ~0.664
Convpass Xavier Init: [True, False]
LoRA LoRA Bottleneck: [1, 8, 16, 32] 0.036 ~1.179
FacT Scale Factor: [0.01, 0.1, 1, 10, 100]
FacT_TT FacT Bottleneck: [8, 16, 32] 0.021 ~0.196
FacT Bottleneck: [16, 32, 64]
FacT_TK FacT Scale Factor: [0.01,0.1, 1, 10, 100] | 0-030~0.369

Table 3: Methods-specific hyperparameter searching grip for VTAB-1K experiment.

A.2 DATASET DETAILS

VTAB-1K The processed VTAB-1K can be downloaded from our official code base to ensure
reproducibility.

Many-shot Datasets We perform 90/10 train-val split for CIFAR-100, RESISC and Clevr-Distance.
The split details are provided in our code base for reproducibility. We apply horizontal flipping for
CIFAR100, horizontal and vertical flipping for Resisc, and no augmentation for Clevr. All data are
normalized by ImageNet mean and standard deviation.
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Linear | Full ‘ VPT-Shallow | VPT-Deep | BitFit | DiffFit | LayerNorm | SSF ‘ A'd’i‘;:‘er Ag;';:ér ?:.:f;r Ag::“'er Convpass | LoRA ‘ FacT_TT Fact_ TK
SimpleDA | 844 = 768 849 84.8 838 857 85.8 861 874 86.0 84.9 86.4 852 86.8 85.5 86.0
Caltech101 Default 86.6 89.9 88.7 915 90.5 90.2 89.7 89.8 91.5 92.1 91.8 925 92.1 92.6 91.8 92.5
2.2 -13.1 38 -6.7 -6.7 -4.5 -39 -3.7 -4.1 -6.1 -6.9 -6.1 -6.9 -5.8 -6.3 -6.5
Simple DA 67.5 578 69.0 T 70.7 3.7 73.5 68.4 727 72.6 70.6 T3 T8 73.0 722 719
Natural DTD Default 65.7 61.9 67.9 69.4 70.3 71.2 722 68.8 721 723 70.5 69.1 720 69.8 715 7.8
1.8 -4.1 1.1 1.7 0.4 2.5 1.3 -0.4 0.6 0.3 0.1 24 -0.2 3.2 0.7 0.1
Simple DA 98.1 922 98.2 98.6 98.0 98.8 98.8 98.8 98.4 97.5 98.7 98.0 989 98.7 98.7 98.7
Flower102 Default 98.9 97.4 99.1 99.1 98.9 99.2 99.1 99.1 99.2 98.0 99.2 99.1 99.3 99.1 99.3 99.1
-0.8 -5.2 -0.9 -0.5 -0.9 -04 -0.3 -0.3 -0.8 -0.5 -0.5 -1.1 -04 -04 -0.6 -0.4
Simple DA 873 91.0 88.4 92.0 92.0 91.7 91.9 925 92.1 925 923 93.1 927 928 933 928
EuroSAT Default 90.0 88.1 90.3 94.9 95.0 94.1 93.8 945 95.5 953 95.0 953 95.8 94.9 94.9 95.5
-2.7 2.9 -1.9 =29 -3.0 24 -1.9 -2.0 -3.4 -2.8 -2.7 -2.2 -3.1 -2.1 -1.6 -2.7
Simple DA 743 750 744 80.1 81.0 785 80.7 80.6 80.6 81.6 822 815 815 822 80.7 829
Resiscd5 Default 74.9 81.6 772 842 85.3 80.9 83.0 83.2 853 86.5 86.5 86.0 859 85.9 85.0 86.0
-0.6 -6.6 2.8 -4.1 -4.3 24 -2.3 -2.6 -4.7 -4.9 -4.3 4.5 -44 -3.7 -4.3 -3.1
Simple DA 745 736 747 763 76.3 76.7 76.4 76.4 773 75.6 77.0 771 76.8 76.2 753 77.0
Default 74.6 736 744 739 755 752 752 74.8 76.2 752 76.3 754 759 75.7 75.6 75.7
-0.1 0.0 0.3 24 0.8 1.5 1.2 1.6 1.1 0.4 0.7 1.7 0.9 0.5 -0.3 1.3
Simple DA 226 299 243 29.6 28.7 29.0 29.0 279 289 229 309 314 305 303 325 28.4
aSpr-Ori Defaull | 204  46.6 43.1 56.4 539 528 521 521 566 543 53.0 521 55.3 472 531 53.1
-6.8 -16.7 -18.8 -26.8 -25.2 -23.8 -23.1 -24.2 -21.7 -31.4 -22.1 -20.7 -24.8 -16.9 -20.6 -24.7
Simple DA 498 48.7 49.4 527 526 54.7 527 50.6 539 536 532 522 513 529 52.0 533
Structured KITTI Defaull | 646 779 66.5 779 792 810 78.1 814 802 79.6 80.0 80.2 78.1 79.9 79.3 789
-14.8 -29.2 -17.1 -25.2 -26.6 -26.3 -254 -30.8 -26.3 -26.0 -26.8 -28.0 -26.8 -27.0 -213 -25.6
Simple DA 15.0 242 128 212 219 234 188 245 251 264 248 269 257 245 234 182
SNORB-Azim [ Defaull | 173 310 152 332 301 307 243 319 338 342 330 357 386 3.4 328 278
-2.3 -6.8 -2.4 -12.0 -8.2 -13 -5.5 <74 -8.7 -1.8 -8.2 -8.8 -129 -89 -9.4 -9.6

Table 4: We apply simple data augmentations (DA) (RandomResizedCrop and RandomHorizontalFlip) on three
datasets in each group. Data augmentation generally does not benefit VTAB-1K and thus, most recent PETL
papers (Jie & Deng|, 202320225 [Luo et al.| 2023} Jia et al.| [2022} Zhang et al., 2022b; Luo et al.| [2023} [Lian
et al.} [2022)) skip it. To ensure that our results are directly comparable to existing papers, we don’t apply data
augmentation.

Symbol (Abbreviation) Definition

(H,W) Resolution of input images
C Number of channels (input images)
P Resolution of patches
N Number of patches (tokens)
Ny, Number of head in each Transformer layer
D Embedding dimension
Dy, Embedding dimension for single-head attention
L, m-th Transformer layer
M Number of Transformer layer
Zm—1 Input of m-th Transformer layer
ViT Vision Transformer
LN Layer Normalization
MSA Multi-head Self-Attention
MLP Multi-Layer Perceptron
FC Fully-connected layer

Table 5: Definitions of symbols and abbreviation used in|Appendix B

B BACKGROUND

B.1 VISION TRANSFORMER

Overview of ViT. Inspired by the recent success of Transformer-based models|Vaswani et al.| (2017)
in NLP Wolf et al.| (2020)), Vision Transformer (ViT) Dosovitskiy et al.|(2020) has become widely
used in computer vision. To handle 2D images, ViT divides an image I € R¥>*"W > into N non-

overlapping patches {I(™ € RF**C}N_ where (H, W) is the resolution of the input image, C

is the number of channels, N = HW/P? and (P, P) is the resolution of each patch. Each patch

(n)
0

I is flattened and embedded into a D-dimensional vector ;") with a trainable linear projection.

Incorporating the BERT design approach Kenton & Toutanova, (2019), a “Class” token m(()Class) is
prepended to the sequence of embedded patches, whose output state at the last Transformer layer
is utilized as the image representation. Finally, position embeddings E,,s € RP*(+N) are added
to preserve positional information and form the input Zo € RP*(+N) to the ViT, which can be
formulated by:

Zo = [m(()Class)’mél)7m(()2)’ . 71.(()N)} + Epos 3)
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As shown in the left part of [Figure 9| a ViT typically consists of M layers, denoted by { L, }*_,.
The input Z; mentioned above is fed into the first layer L, producing the output Z; = L1(Zy) =

[z 2 . V) e RDX(+N) which maintains the same size as Zo. Namely, Z; comprises

1+ N feature tokens, and each corresponds to the same column in Zj. Similarly, form = 2,--- | M,

each layer L,, takes the output of the previous layer as input and generates the output, Z,, =
L, (Z,,—1). Finally, the “Class” vector azg\?ass) in Z), serves as the image feature for prediction.
(Class)

When dealing with classification tasks, the predicted label § = Head(a}; ') is generated through a
linear head (i.e., a fully-connected layer).

Details of each Transformer layer. As shown in the right part of each Transformer layer
consists of a Multi-head Self-Attention (MSA) block, a Multi-Layer Perceptron (MLP) block, and
two Layer Normalization (LN) layers Ba et al.| (2016). Formally, a Transformer layer L,, can be
defined as

Z! =MSA (LN (Z,,_1)) + Zpm_1

Z,, =MLP (LN (Z.))+ Z/,
where Z,,_1 = [mfs]_asf), ii)_l, - ,m%v_)l] € RP*(1+N) is the output of the preceding (m — 1)-th
Transformer layer. The MLP is applied to each column vector of Z/ independently.

(6)

In order to encapsulate multiple complex relationships amongst different elements in the sequence,
the MSA block comprises N}, single-head self-attention blocks. For the ‘" single-head self-attention
block, an generic input Z is first projected into three matrices, namely Query Q?), Key K (), and
Value V(%)

QV=w{z, KO-wiz vO-wgz, o

where Wg/) KV € RPwxD where Dy, is the embedding dimension for a single head self-attention
block and typically set to D/Nj,. The it self-attention head in MSA is formulated as

K<i>TQ<i>>
VDp,

Attn(Z) = vV x Softmax € RPrx(+N) ®)

The outputs of all heads are concatenated and linearly projected by a fully connected layer (F'Cy+tr,)
with weight Wy € RP*(Pn:Ni) a5 the output of the MSA block.

MSA(Z) = Wo [Attn’(Z),..., Attn"(Z)] 9)

The MLP block can be defined as

MLP(Z) = GELU (ZW, + by) W + by (10)

where Wy € ROXADE] W, e RAP*D b, e R*D | b, € RP are weights and biases for two FC layers
(F'C1 and FCs) respectively.

Since PETL methods often entail incorporating additional components to modify the intermediate
features within or between Transformer layers, we adopt the notation {h1, ..., h1o} to denote the
intermediate features in the unravelled view of a Transformer layer (as depicted in to
facilitate a clearer illustration of the PETL methods discussed in the subsequent section.

3For brevity, we ignore the layer index m for the projection matrices Wg, Wi, Wi, but each layer has its
own projection matrices.
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B.2 EVALUATED METHODS

In this section, we dive into the details of 12 State-Of-The-Art PETL approaches, categorized into
three groups: Prompt-based, Adapter-based and Selective Parameter Tuning. We will describe the
distinctions and tradeoffs between them. A consolidated overview of these approaches is summarized
in

Head
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Figure 9: An overview of a Transformer block in ViT. We adopt the notation {h1, ..., h1o} to denote

the intermediate features within a Transformer block to facilitate a clearer illustration of the PETL

methods discussed in [subsection B.

B.2.1 PROMPT-BASED METHODS

Prompt-based learning emerged in NLP as an effective approach to adapt pre-trained models for
downstream tasks|Liu et al.|(2023)); |Lialin et al.|(2023). The core concept involves augmenting the
model input with task-specific hints (prompts), which aid the pre-trained model in addressing novel
tasks with its existing knowledge. Hard prompts are human-interpretable natural language hints,
encompassing task instructions, in-context examples, or supporting information. Alternatively, soft
prompts are continuous vector hints that are incorporated into the input embeddings of the input
layers or hidden states of other layers. Soft prompts are updated during the fine-tuning process using
gradient-based methods, guided by the downstream task-specific loss functions, while the pre-trained
model itself remains fixed. The splendent success of prompts in NLP has sparked a growing interest
in adopting it in computer vision|Yu et al.| (2023b); Tu et al.| (2023)) and multi-modal domains |Gu
et al.|(2023)).

In this paper, we investigate a prominent and strong prompt-based method called Visual Prompt
Tuning (VPT) Jia et al.|(2022), which represents one of the early endeavours in introducing prompts
to computer vision. Specifically, VPT-Shallow adds  prompts Py € R**P to the input of the first
Transformer layer Z, and the output Py of P, serves as the input for the next layer as depicted in
VPT-Shallow can be perceived as the addition of learnable pixels to the original images.
On the other hand, VPT-Deep inserts [ prompts { P,,, € RI*PIM_ "to the input of every Transformer
layer Z,,, but their outputs are discarded at the end of the layer as illustrated in

44 is the MLP ratio in ViT-B
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Table 6: PETL Methods Summary: Prompt-based and adapter-based methods incorporate additional
parameters to modify features while keeping the original backbone intact. However, these added
parameters introduce additional inference overhead. In contrast, selective tuning methods modify the
backbone by updating selective parameters, thereby incurring no additional inference overhead.

Tunable Hyper Modified | Inference
Method What Parameters Parameters Type Efficient
VPT-Deep hy = [h1, P] P cRXP {: Number of prompts Feature X
. s: Scale factor in Adapter
AdaptFormer ho = hg + Adapter(hr) Waown jup € R™*P/PXT in Adapter  Bottleneck dimension Feature X
. ” . s: Scale factor in Adapter
Pfeif. Adapter hg = Adapter(hg) Wiown /up € R *D/DxT in Adapter 1 Bottleneck dimension Feature X
hs = Adapter; (hs) VV(I](,W,, Jup € RT*P/PXT iy Adapter; s: Scale factor in Adapter
Houl. Adapter ho = Adaptera(hg) Win jup € R7P/PX7 in Adapters r: Bottleneck dimension Feature X
WL, ,, € Rrxrxkxk
_ « Sl rxD/Dxr in Convpassi s: Scale factor in Convpass
Convpass hs _ CO!\YI)‘a§%1 (h2) + s Wd;‘”" /€ Rq,kaxk 7: Bottleneck dimension Feature X
hg = Convpassz(h7) + he W, eR i f
o convzd rx D) Dxr in Convpassy k: Kernel size of conv2d
Wiown yup € R "
Wl R" xD )
ha = RepAdapters (hs) bl 'g'ﬁgrd < in RepAdapter; s: Scale factor in RepAdapter
RepAdpater h2 _ Rpp A dapt(‘r} ( hz) w2 RO*& 7: Bottleneck dimension Feature X
7 = RepAdapterz(h7 " :gﬁg € " in RepAdapters G: Number of groups
LayerNorm Z: z ii{:igggﬁl&;; Wi pl® ¢ RP in LayerNormy () N/A Backbone v
b'® e R in LayerNorm; ()
- Fine-tune all bias terms b/ KV € RP in Q/K/V =
BitFit i the network BFCatin € RD in B N/A Backbone v
b' € R*?,in FCy, b® € R in FC,
- All tunable parameters
* LayerNorm + BitFit .. L
DiffFit in LayerNorm & BitFit N/A Backbone v
. hs =71 hs o~ D
he =72 ho my2 €R
ha = SSFa(hs), hg = SSFs(ha) W2ST9 € RD p2579 € RP
SSF hs = SSFs5(hs), hr = SSF7(hz) w3 e R*P b® e R3P N/A Backbone v
hg = SSF7(hs), he = SSFy(hg) W8 e RP b ¢ RYP
LoRA hs = LoRA(hz2) + hs Wﬁ\{:\,;u/p‘ € R™P/PXTin LoRA r: Bottleneck dimension Backbone v
Dxr Dxr
hg = FacTrr(rk)(h2) + hs Uek 5 4.V 6 B
o 3 e R2EX™7 in FacTrr s: Scale factor in Fac T (k)
FacTrrrk) hs = FacTyr(rk)(ha) + hs  Bottleneck di . Backbone v
hs = FacTroer) (hr) + ha U e RP*" v ¢ RPXT r: Bottleneck dimension
ho = FacTrr(K)(hs) + ho A € R12LX" B ¢ R™7*" in FacTrx
[Plazl] :Lm([Po,Zo]) (11)
(P, Z) = Lin([Pru_1, Zin—1]) m=2,3,..., M
L Zm] = Lin([P-1, Zm—1]) m=1,2,3,..., M (12)

Throughout the adaptation process, the pre-trained model is frozen and no additional weights are
introduced to the model, thereby preserving the model’s original behaviour. During the forward pass,
the output Z,,, of layer m is changed because of the interaction between Z,,,_1 and P,,_; (or P,,,_1)
in the MSA block. Thus, the output feature is adapted to the downstream tasks by iteratively tuning
the prompts through gradient descent.

B.2.2 ADAPTER-BASED METHODS

Adapter-based methods typically introduce additional trainable parameters into a frozen pre-trained
model to facilitate learning of downstream tasks |Lialin et al.| (2023)). Initially developed for multi-
domain adaptation |[Rebuffi et al.| (2017} 2018) and continual learning |Rosenfeld & Tsotsos| (2018));
Mai et al.|(2022), the idea of Adapters is subsequently embraced by Houlsby et al. Houlsby et al.
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(2019)) in the NLP domain to adapt Transformer-based networks for downstream tasks, and it also has
garnered increasing interest in the computer vision field|Yu et al.[(2023b). In this comparative analysis,
we concentrate on five popular Adapter-based methods, encompassing the original Adapter, along
with variants focusing on adjusting the positions of Adapters/Chen et al.| (2022b)); Pfeiffer et al.| (2021),
introducing visual inductive biases [Jie & Deng|(2022)), as well as employing re-parameterization to
reduce the number of trainable parameters and inference latency |Luo et al.| (2023)).

Houl. Adapter |Houlsby et al.[(2019) inserts two lightweight bottleneck-structured modules
into each Transformer layer: one after the MSA block and the other after the MLP block. As
depicted in the Adapter is composed of a down-projection layer with Wygy, € R™*P,
a nonlinear activation function o, an up-projection layer with W, € RP*"a scaling factor s and
a skip-connection. To limit the number of trainable parameters, the bottleneck dimension is much
smaller than the feature dimension » < D. Formally, Houl. Adapter can be defined as:

hs = Adapter; (hs) hg = Adaptera(hyg) (13)
Adapter(h) = s - Wypo (Waown h) + h (14)

Pfeif. Adapter |Pfeiffer et al.| (2021) is a more efficient variant that introduces the Adapter solely
after the MLP block, a strategy that has demonstrated effectiveness in recent studies Hu et al.| (2021)).
Pfeif. Adapter can be defined formally as hg = Adapter(hg) where Adapter follows

AdaptFormer |Chen et al.|(2022b) proposed to insert the Adapter in parallel with the MLP block,
which differs from the sequential design of Houl. and Pfeif. Adapter. The rationale behind this parallel
design lies in the belief that the domain-specific features generated by the Adapter can complement
the domain-agnostic features derived from the original MLP block, leading to an improved feature
ensemble [Szegedy et al.| (2015). Formally, AdaptFormer can be defined as hg = hg + Adapter(hT)

where Adapter follows

ConvPass (Convolutional By-Passes) Jie & Deng|(2022) addresses the concern that many existing
Adapters lack visual inductive bias, potentially limiting their performance for downstream vision
tasks with limited data. To this end, the authors introduce a convolutional bottleneck module, running
in parallel with the MSA or(and) MLP block. This module encompasses a 1 x 1 convolution reducing
the channel with Wygwn € R, a 3 x 3 convolution with the same input and output channel, a
1 x 1 convolution expanding the channel W, € RP*" two nonlinear functions ¢ and a scaling
factor s, as shown in The authors argue that Convpass is more efficient at capturing
visual information in low-data scenarios due to its hard-coded locality of convolutional layers. The

formal definition of Convpass is shown in
hs = Convpassy (ha) + hs hg = Convpassa(h7) + hg
Convpass(h) = s - W0 (Conv2d (o (Waown 1))

(15)

RepAdapter |Luo et al|(2023) found that the removal of the nonlinear function in the Adapter does
not result in performance degradation for vision tasks. In light of this finding, the authors propose a
linear Adapter with group-wise transformation [Luo et al|(2022) and sequentially added two of these
linear Adapters to both MSA and MLP blocks. Owing to the sequential placement of the RepAdapter
and its inherent linearity, the additional parameters can be re-parameterized to the original MSA or
MLP block after training, thereby incurring zero additional costs during inference. RepAdapter is

illustrated in and formally defined in

hs = RepAdapter; (he) h7 = RepAdapters(hy)
RepAdapter(h) = s - ¢up(Pdown (R)) + R
h'= Gaown (h) = Waown h
¢up(}~l) = [ngﬁglv R WgGﬁgG]
where Wyoyn € R™*P, ilg(l’m}g) € R&*V+1) ig the features splitted from i € R™(N+1) and G
o) € REXE is the

(16)

is the number of groups in group-wise transformation |[Luo et al.{(2022). W,
projection weight matrix.

.
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Figure 10: Comparison of three Adapter structures.

B.2.3 SELECTIVE PARAMETER TUNING METHODS

The methods falling within this category aim to selectively update the parameters of a pre-trained
model for downstream tasks. Within transfer learning, two prominent strategies, namely full fine-
tuning and linear probing Kornblith et al.|(2019); |Zhuang et al.| (2020), represent the two extremes
of this category. Full fine-tuning updates all the model parameters end-to-end based on the new
dataset while linear probing treats the pre-trained model as a feature extractor and only updates the
prediction heads while keeping the backbone frozen. Although full fine-tuning generally exhibits
superior performance compared to linear probing |Zhai et al.|(2019)), it possesses certain limitations
that may hinder its practicality in real-world production settings. Firstly, it requires running gradient
descent for all parameters and necessitates storing a separate fine-tuned model for each task, incurring
significant computational, memory, and storage overhead. These challenges become more salient
with Transformer-based models whose parameters grow exponentially. Secondly, full fine-tuning
may distort pre-trained features and underperform linear probing in out-of-distribution (OOD)
scenarios Kumar et al.| (2021)).

To cope with the above issues, a cohort of PETL methods has emerged under this category. In addition
to the two common approaches mentioned above, our investigation encompasses seven methods that
can be further categorized into two groups: direct selective tuning |[Zaken et al.| (2022); Basu et al.
(2023); Xie et al.| (2023)), which involves the direct modification of selective weights, and efficient
selective tuning Hu et al.| (2021); Jie & Deng| (2023); [Lian et al.|(2022), which approximates the
weight updates with low-rank factors.

Notably, an extra advantage of methods in this category is that they introduce no additional inference
latency, making them particularly favourable when inference efficiency is a priority. Methods within
the direct selective tuning group abstain from introducing any new modules, thus inherently avoiding
extra inference latency. Meanwhile, for methods in the efficient selective tuning group, the added
modules can often be seamlessly integrated into weights of the pre-trained models through the
re-parameterization techniques Jacob et al.|(2018)); Ding et al.|(2021), thereby ensuring the absence
of increased inference latency as well.

Direct Selective Tuning

BitFit [Zaken et al.| (2022) is a simple yet effective method that only tunes the bias parts of the
pre-trained model. For each Transformer layer in ViT, BitFit updates the bias terms in the QKV
projections and the FC layer in the MSA block, two FC layers in the MLP block and two LN blocks.
It also updates the bias in the projection for patch embedding. The original authors underscore
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BitFit’s capability to achieve performance comparable to full fine-tuning or even surpass it under low
and medium-data scenarios in BERT models Kenton & Toutanoval (2019).

LayerNorm |Basu et al.|(2023) represents another simple but strong baseline that solely tunes the
two LN blocks in each Transformer layer - one before the MSA block and another before the MLP
block. Given that each LN block contains merely two trainable parameters {Wpy,brn} € RPD,
LN-tune stands out as an exceedingly light-weight approach compared to other PETL methods. For
instance, ViT-B/16 (~86M parameters) has only ~38k LN parameters, accounting for ~0.04% of the
total parameters.

DiffFit [Xie et al.| (2023)) is a recently proposed PETL strategy designed for adapting large pre-
trained diffusion models to the new domains. DiffFit exclusively fine-tunes the bias terms and the LN
blocks within the network. Furthermore, it inserts learnable scale factors v to shift the features after
the MSA and the MLP blocks, as shown in[Equation 17] Consequently, DiffFit can be regarded as a
combination of the BitFit and Ln-Tune, incorporating additional feature shift factors.

hs =1 hs

17
hg =2 - hg (17)

Efficient Selective Tuning

LoRA (Low-Rank Adaptation) Hu et al.|(2021) drew inspiration from recent investigations demon-
strating that the learned over-parametrized models in fact reside on a low intrinsic dimension |Li
et al.|(2018));|/Aghajanyan et al.[(2021)). Building upon this insight, the authors hypothesize that the
change in weights during model adaptation also exhibits a low intrinsic rank and injects trainable
low-rank decomposition matrices to approximate the weight updates. The LoRA update methodology
is strategically applied to the Query/Value projection weights W, /v, € RP*D within the MSA block.

Concretely, the weight updates are approximated as W v + AWq vy = Wq v + w&/ VWU%/ v

down

where Wdcgv/w‘l//up € RP*r/mxD and rank r < D. The authors use a random Gaussian initialization for

Wucg/ v and zero for Wd%)/”‘l/ so that AWq )y = Wd%é;/ Wu%/ V' is zero at the beginning of training.

The formal definition of LoRA is articulated in utilizing the notations delineated in
Figure 9

hg = LORA(}LQ) + hg
hs =[Q, K, V] (18)
LORA(hQ) - [Wd%wan(ghQ’ 07 Wd‘gwn Wu‘ghQ]

FacT (Factor Tuning) Jie & Deng (2023) is inspired by the recent advances in Transformer
compression Wang et al.| (2022);|Zhang et al.|(2022a)and exploited the low-rank update paradigm (e.g.,
LoRA) to the extreme. While LoRA posits that the update for an individual weight matrix manifests
a low-rank characteristic during fine-tuning, FacT advances the proposition that the weight updates
spanning different matrices can also be effectively approximated using low-rank decomposition
matrices. Specifically, FacT encapsulates the four weight matrices Wg g /v/0 € RP>*D in the
MSA block and the two weight matrices W; € RP*4P W, € R*P*P in the MLP block into a
single Wrqor € RIZMXDPXD tengor where M is the number of Transformer layer. The update of
Weaer, AWgger, can be decomposed into several factors to promote parameter efficiency. To this
end, the authors leverage the well-established Tensor-Train (TT) [Oseledets| (201 1)and the Tucker
(TK) [De Lathauwer et al.| (2000) format to decompose AWg,.r. FacTtr and FacTrgk are used
to denote different decomposition formats for FacT and their formal definitions can be found in

FacTrr : AWpeer =5 -2 xo U x3 VI (19)
FacTTK : AWFacT =s5-A X1 BT X9 UT X3 VT (20)
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Figure 11: Performance gain for PETL methods by turning drop-path-rate on.

where U € RPX" V € RP*r 5 ¢ RIZLXrxr B ¢ RI2ZLXT A ¢ R™ ™" and the x; denotes
mode-j product and s is the scaling factor.

Since AW contains the updates for Wy ic/v/0, W1 /2, the modified forward pass inherently
influences hs, hs, hg, hg. Let’s consider hs for elucidation. Once the weight update AW g, 1 is
calculated with FacTtrrk) in[Equation T9] the corresponding update for Wo, AW, is extracted
from AW p,.r. Similar to the modified forward pass of LoRA, hs = hyAWp + hs.

SSF (Scale & Shift deep Features) [Lian et al.| (2022)) employs linear transformations to adapt
the intermediate features extracted by a pre-trained model. Motivated by the feature modulation
methods Huang & Belongie| (2017); Perez et al.|(2018), SSF is designed to accommodate the
distribution difference between the upstream and downstream datasets. Specifically, SSF modulates
the features residing at hs, hs, hs, h7, hg, hg by incorporating scale and shift factors. To demonstrate
the mechanism of SSF, let’s consider hs € R(WTD*P a5 an illustrative example and other features
can similarly undergo the same transformative process. Formally, the modulated hs is formulated as
follows.

hs = SSF5(h5) =w’ ® hs + b° 20

where w® € RP, b° € RP are the scale and shift factors affiliated with the SSF module attributed to
hs, and ® is the dot product. It is noteworthy that each modulated feature has its own SSF module
with corresponding scale and shift factors. The modification details for other features are summarized

in[Table 6

C MORE DETAILED RESULTS

Drop-path-rate. Learning with low-shot data is prone to over-fitting. We find that if the drop path
rate — which stochastically drops a transformer block per sample Huang et al.| (2016) — is set not as
default (i.e., nonzero), all the methods can benefit from such a regularization. shows the
performance gain by tuning the drop-path-rate on compared with the default 0.

More results on prediction similarity analysis. shows the prediction analysis discussed
in[section 4]for all the datasets in VTAB-1K. It is expected that their predictions are similar for datasets
with very high accuracy, such as Flowers102 (avg 99.1%) and Caltech101 (avg 91.4%). Beyond them,
we find that most PETL methods show diverse predictions in other datasets in VTAB-1K.

Prediction similarity within the same PETL group. To verify if methods within the same PETL
group share more prediction similarity, we plotted the prediction overlap for adapter-based methods,
selective-tuning methods, and methods from different groups. As shown in|[Figure 12] methods within
the same group share slightly more prediction similarity than those from different groups, but they
still exhibit distinct predictions. in the main paper also supports this observation. Methods
are grouped based on the categories defined in[subsection 2.2] If methods within the same group had
very high similarities, we would see bright squares, which are only slightly evident around BitFit,
DiffFit, LayerNorm, and SSF.
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Figure 12: Prediction overlap for the SK most confident samples. Although methods from the same
group share slightly more prediction overlap than methods from other groups, they still have quite
different predictions

WiSE PETL results for all distribution shift datasets. = We provide detailed WiSE PETL
performance for each distribution shift dataset in WiSE improves both the robustness
and the in-distribution performance of PETL methods. Interestingly, even though full fine-tuning is
generally less robust than PETL methods, applying WiSE allows it to achieve better performance in
both target distribution and distribution shift data.

details.  This figure illustrates the relative performance compared to linear probing
(x) on VTAB-1K. The range between the highest and lowest accuracy across 14 PETL methods is
represented by e-e, while () denotes the performance of full fine-tuning.

[Figure Ib|details. The X-axis represents the accuracy on ImageNet-1K, while the Y-axis shows the
distribution shift accuracy (averaged across ImageNet-V2, ImageNet-S, ImageNet-R, and ImageNet-
A). The cyan squares (M) represent the zero-shot performance of the CLIP model, and stars (x) denote
the performance of fine-tuned models. Each curve corresponds to the WiSE+PETL method, with
dots e indicating different mixing coefficients « as described in

details.  For each dataset in VTAB-1K, 15 methods (14 PETL methods plus linear
probing) are ranked by accuracy. Within each dataset group (e.g.., Natural), the element (4, j) in the
ranking frequency matrix indicates how often method 4 ranks j'”. For instance, in the Natural group
matrix, the entry (1, 3) equals 2, meaning DiffFit ranked 3rd in two datasets within this group. The
row sums correspond to the total number of datasets in each group (e.g.., 7 datasets for the Natural
group). Methods are sorted by their average rank (shown in brackets), and the parameters column
indicates the number of trainable parameters in millions.

details. Each entry (i, 7) in the prediction similarity matrix represents the percentage of
test samples for which methods ¢ and j made the same prediction. The diagonal entries are always 1,
indicating perfect agreement with themselves. To compute (3, j), predictions from models fine-tuned
by methods 4 and j are compared, with (¢, j) equaling the number of matching predictions divided by
the total test samples.

details. The Venn diagrams are generated by fine-tuning a pre-trained model on CI-
FAR100 (VTAB-1K) using LoRA, SSF, and Adapter methods. For [Figure 4(a), we selected the
correct predictions from the top SK most confident samples for each method and visualized the
overlap among the three methods. For [Figure 4(b), we did the same for the wrong predictions,
selecting from the 5K least confident samples.

details. For each VTAB-1K dataset, the worst-performing PETL method serves as the
baseline (3¢). Each e represents the relative performance of other PETL methods compared to this
baseline. An ensemble prediction (a) is generated based on the average logits of all PETL methods
for each test sample.
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Figure 13: Prediction similarity analysis on other datasets.
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Figure 14: WiSE PETL performance on all distribution shift datasets. Target distribution vs. distribution shifts
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details.  Different colors represent various PETL methods. Each e along a curve
(corresponding to a single PETL method) indicates the accuracy at a specific tunable parameter size,
allowing us to observe how the size of tunable parameters impacts accuracy.

details.  Each sub-figure displays accuracy on the Y-axis, with columns representing
linear probing (left), the best PETL methods (middle), and full fine-tuning (right). Sub-figures (a) and
(b) correspond to VTAB-1K (low-shot), while (c) and (d) correspond to many-shot settings. Different
colors represent distinct datasets.

D BROADER IMPACTS

Our study provides a unifying study of PETL in visual recognition. We expect it to serve as a valuable
practical user guide to benefit society. Specifically, fine-tuning large models needs significant
computation. A unifying study of PETL will ease end-users to apply more parameter-efficient and
computation-efficient ways for fine-tuning. To our knowledge, our paper does not introduce any
additional negative societal impacts compared to existing papers on PETL.
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