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## Introduction

The results of machine learning (ML) are becoming increasingly influential in everyday life, manifesting in applications such as recommendation systems that tailor content to individual preferences, or automated image recognition used in different contexts. This growing influence underscores the importance of integrating ML into school curricula, enabling students to critically engage with and evaluate related technologies (Tedre, 2021).

There are different approaches, suitable for different tasks and types of data, that are commonly referred to as ML-methods. One important approach is unsupervised learning, where data is analysed without pre-assigned labels or specific goals, as opposed to supervised learning, where the system is trained on labelled data (Bishop, 2016). The following paper discusses the usefulness of and theoretical foundations for teaching unsupervised learning, especially distance- and density-based clustering methods, in German lower secondary schools.

## ML as learning content in K12

Research on ML teaching and learning has gained traction in recent years, especially for the target group of K12-students. Reviews show that students of different ages can grasp basic ML concepts, algorithms, and tasks (Martins & Gresse von Wangenheim, 2022; Marques et al., 2020) and that recent research has focused mainly on identifying pedagogical approaches, developing curricula, and creating tools to support ML education in K-12 settings (Sanusi et al., 2023). Given their conceptual overlap with computer science, statistics, and mathematics, ML methods are often introduced in mathematic or informatic or with reference to these subjects. Examples of this are AI4K12 (Touretzky et al., 2023), ProDaBi (Biehler & Schulte, 2018) and CAMMP (Schönbrodt et al., 2021).

Researchers who have studied ML as educational content often argue that ML should not necessarily be taught as a black box (Hazzan & Koby, 2022; Biehler & Schulte, 2018). A black box approach means that the use or quality of the relationships between the input and output of a ML-method is addressed without targeting how the method works between the input and output. The white box approach, on the other hand, aims to understand how the method works.

## Distance- and density-based clustering

Clustering, a fundamental unsupervised ML technique, partitions a dataset into groups, or clusters, ensuring that points within the same cluster are more similar to each other than to those in different clusters. This similarity is typically quantified based on spatial proximity or density properties (Bishop, 2016). Distance-based clustering methods, such as k-Means, group data points by minimizing the distances between points within a cluster while maximizing the distances between clusters. In contrast, density-based methods, such as DBSCAN, define clusters as contiguous regions of high point density separated by low-density areas. Clusters are identified based on the local density of points, enabling the detection of arbitrarily shaped clusters and the handling of noise or outliers.

The description gives an indication of what can be confirmed by a more in-depth analysis of the content: The mathematical foundations of the selected methods (k-Means and DBSCAN) of unsupervised learning exclusively contain mathematical concepts that can already be addressed in secondary school math’s lessons. Examples of this are distances or density characterizations. Discussing the methods with students is not only possible, but can thus be used as motivation for various mathematical concepts and at the same time promote ideas from ML as generating information from data.

Unsupervised ML-methods have been less explored than supervised methods, which are more commonly integrated into teaching units (Marques et al., 2020). Therefore, the formulation of learning objectives and basic educational concepts is lacking for unsupervised learning methods as a learning object. With the aim of addressing the selected ML-methods in a workshop in school that focuses on the mathematical prerequisites of the pupils, these learning objectives and basic educational concepts should be approached in a design research project.

## Theoretical foundation of a workshop on unsupervised machine learning

To design a workshop following a white box approach to unsupervised machine learning for the mentioned target group two aspects are crucial. The first one is a subject-related didactically oriented analysis of the learning content with regard to the underlying mathematical concept, the second one is the formulation of design principles (DP) for the learning activities in the workshop (Hußmann & Prediger, 2016).

The first step in the subject-specific didactic analysis is identifying the mathematical core of the method. This includes, for example, the different distance or density characterisations and the evaluation of the clusters using different similarity measures and optimisation criteria. The mathematical content is then structured with regard to the basic ideas and objectives in the area of unsupervised learning and reflected with regard to the prerequisites of the respective learning group. Based on the analysis, concrete learning objectives can then be defined, on the one hand with regard to mathematics and on the other hand with regard to unsupervised learning.

The DPs are chosen to suit the circumstances of the learning situation and to support the stated learning objectives. In relation to the project presented, DPs are formulated to activate students in school workshops, as well as considerations for the selection of appropriate examples and data sets for cluster analysis (Garfield & Ben-Zvi, 2009). Additionally, Jupyter Notebooks - a browser-based programming environment supporting Python (Barba et al., 2019) - are introduced as a tool for interactive, exploratory learning. The workshop will be based on digital worksheets created with Jupyter Notebooks enable exploratory work with data and the use of interactive elements or step-by-step support.

## Discussion

The need to address machine learning concepts at school presents teachers and researchers with a major challenge (Sanusi et al., 2023). It turns out that the mathematical foundations of the methods offer a fruitful opportunity to find points of contact for students and, accordingly, mathematics lessons can be a way to address such concepts (Schönbrodt & Oldenburg, accepted).

The talk at AIDEA presents such an approach to unsupervised learning and gives insights into a workshop to make unsupervised machine learning accessible to German secondary school students. The theoretical considerations presented will form the foundation for the ongoing development of the workshop as part of a design research project. In the design research project, some learners are observed while working with the teaching learning material of the workshop in so called design experiments (Plomp & Nieveen, 2013). The data collected in the design experiments will be used to empirically investigate the developed teaching learning materials and thereby gain insights into the individual learning paths of the students, for example with regard to the following questions:

*-* Which design principles are suitable to develop teaching and learning materials for secondary school students to support them in learning the concepts of unsupervised machine learning, in particular cluster analysis?

- Which hurdles do the secondary school students face when working with the developed teaching learning material on unsupervised machine learning, in particular cluster analysis?

Addressing these research questions will guide the iterative refinement of the workshop content and materials, tailoring them to students' needs and exploring the accessibility of machine learning through its mathematical foundations.
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