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A Training and Testing on the Entire GenImage

To comprehensively assess the efficacy of GenImage, we train multiple models on the entire training
set and evaluate these models on the entire testing set. We use 2,581,167 images for training and
100,000 images for evaluation. In Table 1, we demonstrate the binary classification results of all the
methods. The results show that the models can achieve high testing accuracy when meeting the same
generators in training.

Table 1: Results of different methods trained and evaluated on the entire dataset.

Method ResNet-50 DeiT-S Swin-T CNNSpot Spec F3Net GramNet
Accuracy(%) 99.5 99.8 99.9 98.3 98.0 92.1 99.2

B Training Details

For the different detectors, we use different training settings. These settings basically follow the
official settings provided by these detectors.

ResNet-50 2 [8] We use the training script provided in Timm Libiray [19]. The script in Timm is
used for training ImageNet 1000 class images. We use a cosine annealing learning schedule to train a
binary classification model. The number of epochs is 200, and the learning rate is 0.05. The batch
size is 64. SGD optimizer is utilized. We enable Jensen-Shannon Divergence and CE loss for training.
We use random erasing data augmentation, and the random erase probability is 0.6.

DeiT-S 3 [16] For training the detector, we utilize AdamW as the optimizer. We train the model for
300 epochs, and the batch size is 256. The learning rate for training is 0.0002. The warm-up epochs
are 5 and warm-up learning rate is 1× 10−6. The random erase probability is 0.25.

Swin-T 4 [11] AdamW is also used for training Swin-T. The training epochs are 300. The batch size
is 128. The learning rate is 0.0005. The warm-up epochs are 20, and the warm-up learning rate is
5× 10−7. The random erase probability is also 0.25.

CNNSpot 5 [18] We use Adam to train CNNSpot. The epochs for training are 30. The batch size is
64, and the learning rate is 0.0005. The JPEG probability and the blurring probability are 50%.

∗Corresponding Author
2https://github.com/huggingface/pytorch-image-models/tree/v0.6.12/timm
3https://github.com/facebookresearch/deit
4https://github.com/microsoft/Swin-Transformer
5https://github.com/PeterWang512/CNNDetection
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Spec 6 [21] We use FFT feature and SGD optimizer to train the model. The number of epochs is 64.
The learning rate is 0.0002. The learning rate decay ratio is 10−2. The weight decay value is 0.0001.

F3Net 7 [14] The training epochs are 5. The batch size is 12. The optimizer is Adam, with a learning
rate of 0.0002. We use a binary cross entropy loss that comes inside a sigmoid function.

GramNet 8 [12] We train the model for 5 epochs, and the batch size is 14. The learning rate is
0.00001. Adam is used as the optimizer. The value of weight decay is 10−4. The negative log
likelihood loss is used for training a binary classification model.

C Analysis of Robustness against Adversaries

We perform new experiments to analyze the robustness against adversaries in GenImage. We use Fast
Gradient Sign Method (FGSM) [7] and Wagner L2 Norm Attack(CW-L2) [2] for attacking methods.
The results are shown in the Table 2. This analysis is performed on Stable Diffusion V1.4. We can
see that the ResNet-50 is more robust for CW-L2 than FGSM.

Table 2: Results of Evaluating Models on Different Adversaries.

FGSM CW-L2
ResNet50 88.0 99.9

D Evaluation on Other Kinds of Generators

We demonstrate the ResNet-50 that are trained on all generators and evaluated on NVAE [17],
CogView2 [6], StyleGAN [10], and IF [1], as shown in Table 3. For each generator, we collect
1000 real images and generate 1000 fake images. For CogView and IF, we use the images from
ImageNet and the input sentences follow the template "photo of class", with "class" being substituted
by ImageNet labels. We use a NVAE model pretrained on FFHQ [10] to generate fake images, and
the real images come from FFHQ. StyleGAN is pretrained on LSUN bedroom, and the real images
also come from LSUN [20]. The results show that the detector trained on our dataset can generalize
to other kinds of generators.

Table 3: Results of Evaluating Models on Other Kinds of Generators.

NVAE CogView2 StyleGAN IF
ResNet-50 93.4 97.5 97.9 90.2

E Evaluation on Different Number of Generators

We compare the ResNet-50 model trained on three different settings, as shown in Table 4. The
generality of the detector increase as the number of generators increases. One generator is SD
V1.4. Four generators are SD V1.4, Midjourney, BigGAN, and ADM. Eight Generators are all the
generators in GenImage.

Table 4: Results of Evaluating Model on Different Number of Generators.

NVAE CogView2 StyleGAN IF
One Generator 64.2 79.0 65.7 62.4

Four Generators 70.4 95.6 68.1 82.8
Eight Generators 93.4 97.5 97.9 90.2

6https://github.com/ColumbiaDVMM/AutoGAN
7https://github.com/yyk-wew/F3Net
8https://github.com/liuzhengzhe/Global_Texture_Enhancement_for_Fake_Face_Detection_in_the-Wild
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F Evaluation in More Complex Scenes

The generalization performance of GenImage has been evaluated on Face and Art Images. We further
conduct experiments on images generated by richer text descriptions and image-to-image generation,
as shown in the Table 5. For obtaining richer text descriptions, we collect 1000 prompts and 1000
images from CC12M [3]. For image to image generation, we input the real images from ImageNet
and a template of “a painting of class” to the generator. The generator used in the above experiments
is Stable Diffusion. For obtaining multi-object content images, we use a template of “photo of class
A, class B, and class C”. The classes and real images come from ImageNet. It can be seen that the
models trained on our eight generators are sufficient to generalize well on more kinds of images.

Table 5: Results of Evaluating Model in More Complex Scenes.

Richer Text Descriptions Image-to-Image Generation Multi-Object Content
ResNet50 99.9 99.3 99.9

G Details of Generators

The guidance scale of SD1.4, SD1.5, GLIDE, VQDM, and ADM are 7.5,7.5, 3.0, 1.0, and 10.0. The
sampling method of SD1.4, SD1.5, and ADM are DDIM. The steps of diffusion of SD1.4, SD1.5,
ADM, GLIDE, VQDM are 50,50, 1000,127,100. The random seed of SD1.4 and SD1.5 is 42. Some
hyperparameters of these generators are not specified. We use the API of Midjourney and Wukong.
Thus we cannot know the details of their hyperparameters.

H Limitations

In terms of limitation, the GenImage dataset uses the same classes as ImageNet. As the real world
contains an increasing variety of objects, although GenImage already covers plenty of object classes,
our image data certainly does not cover the new objects emerging in the future. However, fine-tuning
the pre-trained model on the data of these objects can solve this problem. We have shown the
detector trained on GenImage can perform well on the generated face images. We further run test
for demographic subgroups, as shown in Table 6. Each subgroup contains 1000 real images and
1000 fake images generated by Stable Diffusion V1.4. For images of children, women, racialized
persons, and elderly people, we collect real images from Fairface [9]. Race group contains White,
Black, Indian, East Asian, Southeast Asian, Middle Eastern, and Latino. We collect real images of
those living with disabilities from BGVP [15]. ResNet-50 trained on GenImage can perform well on
these images. We have conducted experiments to explore the problem of biased model as much as
possible. However, GenImage is not a dataset specially designed for face forgery and we do not focus
on solving the problem of face image distribution. To this end, the detector trained on GenImage still
has the potential to be biased for particular demographics.

Table 6: Results of Evaluating Models on Different Demographics.

Children Women Racialized
Persons

Elderly
People

Those Living
with Disabilities

ResNet-50 99.9 99.8 99.9 99.9 99.8

I Societal Impacts

There are many practical applications for the GenImage dataset, which will lead to significant social
impact. When a detector is trained on it, the user has the ability to identify AI-generated content. The
user runs the detector to obtain the prediction, and this action leads to consequences. For example, a
teacher might run their students’ submitted homework through a detector to determine if the student
has cheated by using an AI image generator to complete their assignment. If this dataset were to
be widely disseminated and used to train detectors, it could be incorporated into software designed
for this task. In this situation, the accuracy and reliability of the detectors will largely rely on the

3



GenImage. Besides, the models trained on this dataset may show some undesirable tendencies on
some new objects in the world. Although in our analysis, the models trained on our dataset have the
ability to generalize, special attention is still recommended for practical use.

J Ethics Statement

In terms of ethics, "Datasheets for Datasets" has been uploaded to the supplementary materials. Our
dataset is based on ImageNet. No additional personally identifiable information or sensitive personally
identifiable information is introduced during the production of fake images in the GenImage dataset.
During the dataset production, we do not introduce extra information containing exacerbated bias
against people of a certain gender, race, sexuality, or who have other protected characteristics. The
ethical issues in the ImageNet dataset have been discussed in previous works. Crawford et al. [4]
explore the problems in ImageNet. The first problem is that all taxonomies or classificatory systems
are political. For example, only "male" and "female" bodies are "natural." "Hermaphrodite" is
offensively situated within the branch Person > Sensualist > Bisexual > alongside the categories
"Pseudohermaphrodite" and "Switch Hitter." The second problem is the images of real people are
often offensive. The third problem is that ImageNet’s creators use people’s photos without their
knowledge. Denton et al. [5] find that assumptions around ImageNet generally rely on three themes:
the aggregation and accumulation of more data, the computational construction of meaning, and
the rendering of certain types of data labor invisible. There exists a dual ideological formation
in these discourses: first around the accumulation of data and second around the disembodied,
decontextualized nature of annotation work. Prabhu et al. [13] survey the threats of ImageNet. First,
the reverse image search engines enable uncovering the "real-world" identities of the humans of the
ImageNet dataset, which make them lose their privacy. Second, ImageNet paves the way for the
emergence of even larger and more opaque datasets. Third, A Creative Commons license only tackles
copyright issues - not privacy rights or consent to use images for training. ImageNet, which has been
built on top of the Creative Commons, interprets it as a free for all, consent-included green flag.

K Hosting and Maintenance Plan

The authors will ensure the long-term maintenance of the GenImage dataset. The codes utilized in
this research are based on third-party open-source codes. Therefore, we only provide open-source
URLs, and we do not maintain these codes in this work. The dataset website is hosted on Github
Pages 9. GitHub is a prominent website hosting service. We provide comprehensive information
about GenImage, including dataset introductions, dataset links, sample images, key performance
evaluations, and terms of use. All these resources are accessible on an open platform and freely
available for download by the public. The storage of the datasets will be facilitated through Baidu
Cloud, a widely utilized cloud storage service in China.

L License

Our released datasets are under the terms of the Creative Commons Attribution-NonCommercial-
ShareAlike 4.0 International Public License (“CC BY-NC-SA 4.0”). The information on CC BY-NC-
SA 4.0 can be accessed at the website 10. The user who uses the datasets is considered as agreeing
to comply with CC BY-NC-SA 4.0 and the dataset terms. GenImage is used for non-commercial
purposes only, such as academic research and scientific publications. We do not allow the user to use
the dataset for commercial purposes, such as selling data for commercial profits.

M Visulization of Generated Images

From Figure 1 to Figure 8, we show some examples in our dataset. We demonstrate 180 images for
each generator. It can be seen that each generator can generate images with high diversity.

9https://github.com/Andrew-Zhu/GenImage
10https://creativecommons.org/licenses/by-nc-sa/4.0/legalcode
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Figure 1: Midjourney Images
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Figure 2: Stable Diffusion V1.4 Images
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Figure 3: Stable Diffusion V1.5 Images
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Figure 4: ADM Images
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Figure 5: GLIDE Images
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Figure 6: Wukong Images
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Figure 7: VQDM Images
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Figure 8: BigGAN Images
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