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A PROOF OF THEOREM

The set of bijections {o0’};c s induces a one-to-one mapping between I1 and II,,, and therefore
the first equality holds. For the second equality, consider an arbitrary state s = (s!,...,s"V) € S
and the permutation M that swaps a pair of agents (i, j), such that Ms = M(...,s*,...;s7,...) =
(.., (Ms)t = s7,...,(Ms)? = s%,...).. Due to the permutation invariance of the transition and
reward functions by condition [(il) of Definition [I] there exists an optimal state-based joint policy
7. € II such that 7l (-|s) = mi(-|Ms). Consider the corresponding optimal observation-based
joint policy m,, € II, that is the bijective mapping of 7, such that 7 (-|0o’(s)) = =i(-|s) and
7lo(-|07 (Ms)) = 7l (-|Ms). We therefore have

7 (o' (s)) = 7, (107 (M)). 3)

Further, since {0'};enr are permutation preserving by conditionof Deﬁnition we have 0'(s) =
o’ (M s) € O in Equation ,' Since Equation (3)) holds for arbitrary s € S and 4, j € N, and thus it
follows that 7% (o) = ml,(+|0) Vo € O, i.e., the second equality holds.
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B PROOF OF THEOREM

B.1 ASSUMPTIONS

We make the following assumptions that are necessary to establish the convergence.

Assumption 1. The Markov game has finite state and action spaces and bounded rewards. Further,
for any joint policy, the induced Markov chain is irreducible and aperiodic.

Assumption 2. The critic class is linear, i.e., Q(s, a;w) = ¢(s,a) w, where ¢(s,a) € R¥ is the
feature of (s, a). Further, the feature vectors ¢(s,a) € RX are uniformly bounded by any (s,a).
The feature matrix ® € RISIIMI*K hag full column rank.

Assumption 3. The stepsizes 5, ; and 39 ¢ satisfy
Zt ﬂwit = Zt ﬁ@,t = o0, Zt BE;J = Zt ﬁat < 00, B@,t =0 (ﬁw,t) .

In addition, lim; Bw,tﬂﬁ;é =1

Assumption 4. We assume the nonnegative matrices C; € {C,, ¢, Cy ¢ } satisfy the following condi-
tions: (i) Cy is row stochastic (i.e., C;1 = 1) and E[C}] is column stochastic (i.e., 1 TE[C;] =17 )
for all ¢t > 0; (ii) The spectral norm of E[(W," (I — & 11T)W,] is strictly smaller than one; (iii) W;
and (s, {ri}) are conditionally independent given the o-algebra generated by the random variables
before time ¢.

Assumption 5. The critic update is stable, i.e., sup, ||w; || < oo, for all i. For the actor update, {6} }
belongs to a compact set for all ¢ and ¢.

B.2 CRITIC CONVERGENCE

In this subsection, we establish critic convergence under a fixed joint policy in Lemma |3] Specifi-

cally, given a fixed joint policy m = (7!, ..., 7"), we aim to show that the critic update converges to

wx, which is the unique solution to the Mean Square Projected Bellman Error (MSPBE):

wy = arg min || Pw — HTﬂ(‘I)w)HQDW )

which also satisfies
O Dy [T (Pwr) — Pwg] = 0,

where 77 is the Bellman operator for , II is the projection operator for the column space of ®, and
D, = diag[d,(s,a) : s € S,a € A for the stationary distribution d, induced by 7.

Lemma 3. Under the assumptions , for any give joint policy w, with distributed critic parameters
wy generated from Equation |I| using on-policy transitions (s¢,as, 74, S¢41,0t41) ~ T, we have
lim; w} = wy, almost surely (a.s.) for any i € N, where w is the MSPBE minimizer for joint policy
.

Proof. We use the same proof techniques as Zhang et al. (2018).
Let ¢ = ¢(s1,ar), 0 = [0F,...,0N]T, and wy = [w],...,wN]T . The update of w; in Equation |I]
can be rewritten in a compact form of w1 = (C,,+ ® I)(wy + Bu,+y:) Where ® is the Kronecker

product, I is the K x K identity matrix, and y; = [0} ®/ ,...,6N¢]]T € REN. Define operator
() : REN  RE a5

1, 1 .
W=7 ehw=5>w
ieN
forany w = [(w!) T, ..., (W) T]T € REN with w € RE for any i € N'. We decompose w into its
agreement component 1 ® (w;) and its disagreement component w, ; := wy — 1 ® (w;). To prove

w=wi s+ 1@ (w) 2% 1 ® w, , we next show Wi 225 0 and (w;) =25 w, respectively.
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Convergence of w ; 2% 0. We first establish that, for any M > 0, we have

2
“Lisup, |lwe <My | < 00 @)

supE |:HﬁQ’1th_,t

To show Equation@ let {F,} be the filtration of F; = o(rr—18;,ar,wr,Cpr—1;7 < t), J =
+ (117 ® I) such that Jw; = 1 ® (w;), (I — J)w; = wy . The following facts about ® will be
useful:

(A® B)(C® D) = (AC) ® (BD) )

This enables us to write w ;41 as

k

wit+1 = — J)wit1

(I = J) [(Cot @ I)(wi + Bueye)]

(I =) [(Cot @ (1@ (wr) + wi it + Bu,tye)]

By Equation[5]and Assumption[d] we have (C,,; ® I)(1 ® (wy)) = (Cout 1) @ (I{we)) = 1 ® (wy))
(I =)@ (we) + (Cot @ D)Wt + Pu,tye)]

(I =N [(Cop@ D)W+ Busye)] (I —I)NL® (we)) =0)

(I -11"/N)@ I[(Cop @ D)(wii + Buutr)]  (I—J=I—-11T/N)&1I)

(I =117 /N)Cot @ I)(w1 ¢ + Buotyt) (By Equation[3)).

o~

We then have

2
E |:H/8é’1t+1wL,t+lH |~Ft]

(2| =2 2, A= (I - 11T /N)Cooy ® I, ATA=C] (I - 11T /N)Cy s ® I)
2
w _ T _
=2 E [(5w,1wl,t +y) (CL,I—11T/N)Coy ®I) (B iwre+4t) | ft}

B,1+1
(A=CJ(I-117/N)C,y, B=1,[|A® B| = || Al|||BI])
(27 Az = " Aa|| < [|="||I14] 2] = | 4]l =)
(Cu.+ and (7, y+) are independent conditioning on F)
B2 _ T o
<gp o (ks ) (dwsatw) | 7]
A1
(where p is the spectral norm of E[Clt(l — 117 /N)C,4])
B _ 2 _
=52 (B{l8okondl” 1 7] + 2B (6000 10m) | 7] +E [l | 7))
Q,t+1
(By Cauchy-Schwarz |(u, )| < |[u] [[v])
8 _ 2 -
< (B (185 twrall” 1 7] + 2B (855wl lwell | 7] +E [yl | 7))
A1
(Quantities are deterministic given F;)
B2
=g (Il + 2 ool o + ) ©)

Since E||y:||* |F:] = E[Y e ||0i6¢]|” [F2] with 6 = 7 + v w) — ¢ qw), by Assumptlons
andthe rewards 7, and the features ¢, are bounded, and thus we have that E[||y,|* | F;] is bounded
on set {sup, <, [|w-|| < M} for any given M > 0. We can then following the proof of Lemma 5.3

in Zhang et al./(2018) and its sequel to show Equationd{and conclude the step of w ; 2250.
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Convergence of (w;) —>% w,. We write the update of (w;) as

1
(Wit1) :N(HT ® INwit1

= (T @) [(Co ® DL ) + 01+ B atr)]

=(wt) + But((Cup @ I)(ye + B, tw1s))  (By Equation[d).

We rewrite the above update as

(weg1) =(wi) + BB [(06) Pt | Fil + Bt (7
where & =((Cuu @ I)(ye + B 1wie)) — E[(0e) by | Fi]
We can verify that the following conditions hold (with probability 1) regarding the update of {w;) in
Equation 7}
1. E[{d¢)¢p: | F¢] is Lipschitz continuous in (wy),

2. & is a martingale difference sequence and satisfies E[||€,41 > | F] < K (1 + ||w]|?) for
some constant K,

such that the conditions in Assumption B.1 of [Zhang et al.|(2018) are satisfied (with probability 1)
and the behavior of Equation|[7]is related to its corresponding ODE (see Theorem B.2 in[Zhang et al.
(2018)):

(W) =" dx(5,0)E[(0)¢]s, a]
= Z d.,T(S, a)Es’,a’ [(T(S, a) + 7¢T(S> a’)<w> - (bT (‘97 a) <w>) ¢(8, a)|s7 a]

=d' D (yP" — )®(w) +® DR

Note that (yP™ — I) has all eigenvalues with negative real parts, so does (® ' D (yP™ — I)®) since
® is assumed to be full column rank. Hence, the ODE is globally asymptotically stable, with its
equilibrium satisfying

@' D, [R+ (vP™ — I)®(w)] =0,
which is the MSPBE minimizer, i.e., (w) = w,. This concludes the step of (w;) ~> w, and the

proof of Lemma 3] O

B.3 ACTOR CONVERGENCE

In this subsection, we establish the convergence of actor update with critic parameters w; in Equation
[2] replaced with the critic convergence point established in Lemma 3] Then, by the two-timescale
nature of the algorithm, we establish the convergence of {w;} and {}} generated by Equation

[TEquation 2]

Let§ = [(01)7,..., (V) T]T and wy be the critic convergence point for joint policy parameterized
by 6 as established in Lemma 3| Define

Ato = Q(st,a;w9) Vi = Vo log ' (ago’(s1); 0)
for an arbitrary 6. We study the variant of Equation [2| where w! is replaced by wp, :
Al g, =Q(st,a;wp,) )iy, = Vi logm(at|o’(s.); 0})
92+1 =6} + Bo,t - Ai,et ‘ﬂ’i,at
1= coulirj) -0 ®)

JEN

14



Under review as a conference paper at ICLR 2022

which can be rewritten as
0141 = (Co,e @ I)(0 + Bo,tyt,6,)

where y; 9, = [(A%,e,, 'd’tl,e,,)—rv e (Ai\,fe,, '@/’i]?[e,,)T]T-

Similar to the critic convergence, we make the decomposition 8, = 6, ; + 1 ® (6;) and then show
0.+ >+ 0 and convergence of (f;) respectively.

Convergence of 0 ; 225 0. In light of the argument for w, ; 224 0in the proof of Lemma it
suffices to show that the the boundedness of y; g,. Here, y: 9, = [(A%,et ’7/’751,& )T (Ai\fé)t -w%t) 1"
is bounded because 1) Ai,et = Q(st,at;wp,) is bounded since wy, is the MSPBE minimizer; (2)
w;et is bounded since by Assumptionit is a continuous function over a compact set.

Convergence of (0;). We write the update of () in Equation|[§]as
1
(0r11) ZN(HT ® 1)0i 11

LT O D) (Cor @ DA (B + 01+ Botns,)]
=(0¢) + Bo,:((Co,t @ I)(yr,0, + ﬂ;itﬂ,ﬁ) (By Equation[5)).
We rewrite the above update as
(Or+1) =(01) + Bo,tEs,~ndpo,y aimm o, [(Yt.0.) | Ft] + Bot&e
where & =((Cos © I)(yr.o, + Byt 01.4)) = Bsimdyo,y armrmio,, [(Ut0,) | Fil

where F; = o (0,, 7 < t), w4,y is the joint policy where each individual policy is parameterized by
(6:). Note that & is a martingale difference sequence. By Assumption ft is bounded and further
by Assumptionwe have ), ||8.+&+ |* < co. By arguments in the proof of Theorem 4.7 in |[Zhang
et al.|(2018), we can apply Kushner-Clark lemma and conclude that (6;) converges almost sure to a
point in the set of asymptotically stable equilibria of

(0) = E8t~d<e>,at~ﬂ<e> [<yt7<9>>] = E8t~d<e>’at~’f<e>

> Al w;w)] :
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C VISUALIZATION OF THE LEARNED COMMUNICATION RULE
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Figure 7: Y-axis: Avg communication rate. X-axis: training step in log scale. The average com-
munication rate for detectable 10 nearby agents, with the order increasing in distance from left to
right.
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