A Experimental Details

The state value distribution Yy, is parameterized following Will et al. [17]: Yy, (s;7) = F (Ey(s) ®

Ty (T)) where F;, and Ey, is a multi-layer perceptron (MLP) that maps an input into 64 and 1-
dimensional output, and T, is a cosine-based embedding function that maps a 64-dimensional cosine

basis vector [cos(miT)]$2, into the same length feature vector with a single fully-connected layer

with ReLU activation. For (9, we used an MLP that maps a concatenation of state and action input to
a single scalar value. We used a deterministic policy 7, that maps a state into an action-dimensional
vector. For every MLP, we used 2 fully-connected layers, and we trained five sz and Qgs with a
single 7g. For the action samples used in Eq. 8, we added an action noise following Fujimoto et al.
[2]. For the efficiency in computing 7, we reduce the search space by first finding the 100 nearest
states in raw-state space and querying the actions of those states. We use an approximated nearest
neighbor algorithm called Annoy [36]. Both in training wa and Qg, we adapted an n-step TD trick
instead of using TD(0); we sampled (s¢, at, Zi,igf ¥t~ 17y, s¢410) from a dataset instead of sampling
(s,a,r,s"). Also, we used a slowly moving target network in calculating the bootstrapped distribution
by keeping an exponential moving average of 1 [4] and using the averaged weight for bootstrapping.

We provide the hyperparameters used for the experiments in A.1. We use the provided hyperparame-
ters unless mentioned otherwise for the ablation experiments. Code is also available '.

Table A.1: Hyperparameters used in the experiments

Y‘/’ Qé) Mg
¥ 0.99
n-steps 10
# Ensembles 5 5 1
Batch Size 100
# Training Iterations 1 million steps
Learning Rate le-4 le-3 3e-4
weight-decay 0 le-8 w/ AdamW 0
|F| 64
Ey |S| — 256+ReLU— 256 +ReLU — | F|
Ty [cos(7iT)]$2, — 64 +ReLU — | F|
Fy |F'| —256+ReLU— 256 +ReLU— 1
N,N’ 16
K 1
Qo |S] + |A| — 2564 swish — 256 +swish— 1
A 1.0 (-medium-expert), 0.1 (otherwise)
# policy samples 10
T1 0.9
T2 0.1
T NOiSE o 0.3
g noise clip 0.5
T | S| — 256+ swish — 256 +swish — | A|
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