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The ceiling lamp is directly above the double 

bed .  The nightstand is to the directly back of 

the double bed, and near the double bed. The 

cabinet is to the directly front of the double 

bed .  The cabinet is to the right front of the 

second nightstand, and near the second 

nightstand...

In this 3D scene, there is a double bed with a 

ceiling lamp directly above it. To the front of 

the bed is a cabinet, while to the back of the 

bed is a nightstand. The second nightstand is 

positioned to the left rear of the cabinet and is 

also opposite it...

The nightstand is to the left rear of the tv stand, 

and opposite the tv stand. The wardrobe is to the 

right front of the nightstand, and near the 

nightstand .  The second nightstand is to the left 

rear of the wardrobe, and near the wardrobe...

In this 3D scene, there is a tv stand positioned in 

the center. To the left rear of the tv stand is the 

second nightstand, which is also opposite the tv 

stand. The wardrobe is located to the right front 

of the nightstand and is near it. Additionally, the 

nightstand is to the back right of the tv stand and 

is opposite it...

The wardrobe is to the directly right of the 

single bed. The nightstand is to the directly 

right of the single bed, and near the single bed, 

and aligned with the single bed. The second 

nightstand is to the directly right of the single 

bed, and near the single bed, and aligned with 

the single bed. The tv stand is to the back left of 

the wardrobe...

In this 3D scene, there is a single bed with two 

nightstands on either side. The second 

nightstand is directly to the right of the bed and 

aligned with it. There is also a wardrobe 

located to the left front of one of the 

nightstands. Additionally, there is a TV stand 

positioned in the front right of the second 

nightstand and opposite to it...

Template 

Description

Natural Language 

Description

Scene

Figure 1: The samples of our proposed dataset and the text description.

1 DETAILS OF THE PROPOSED DATASET
Our new proposed dataset has scenes with multiple objects and
textual descriptions for the generation task, which includes 13
types of relationships of the objects. Fig.1 shows the samples of our
datasets.

1.1 Scene Data Processing
Our dataset is extended from 3D-FRONT dataset[3]. We select
samples from the original dataset in three categories: bedrooms,
living rooms, and dining rooms. In accordance with the methodolo-
gies outlined in recent studies[7][4], we have applied the identical
dataset filtering procedures as employed in the ATISS framework.
These procedures involved excluding scenes that exhibited exces-
sive complexity, excessive simplicity, and the absence of typical
object relationships. This process yielded 4041, 900, and 813 scenes
in their respective subsets. In all these scenes, the number of ob-
jects ranged from 3 to 13, ensuring that the quantity of textual
descriptions would not be excessive or insufficient. Each scene con-
tains several types of information, including the object class, object
positions, orientations, and object coordinates marked with eight

Table 1: Statistics of our Datasets.

Room Type Scene relation Train test Valid

Bedroom 4041 rooms 24K pairs 3722 162 157

Dining Room 900 rooms 5.5K pairs 631 177 92

Living Room 813 rooms 4.6K pairs 543 192 78

points. We extract this information to generate template-based tex-
tual descriptions and provide essential data for natural language
models.

1.2 Textual Description Generation
1.2.1 Template-based textual descriptions generation. The original
3D-FRONT dataset has no textual description for text-driven 3D
scene generation.

To equip the 3D-Front dataset with text descriptions, we propose
an algorithm for labeling fundamental spatial relationships by draw-
ing insights from the extracted scene data. To label attributes and
relationships between two objects, we employ triplets structured as
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Table 2: Definition of basic relationships.

Relationship Definition

Front Center If the object is between the leftist and rightest bounds of another Object.

Side Center If the object centroid is between the most forward and most behind bounds of another Object.

Vertical If the object centroid is in both the front center and side center of another object.

High If the z-value of the object centroid is bigger than another Object.

Front/Back If the y-value of the object’s centroid is bigger or smaller than another Object.

Left/Right If the x-value of the object’s centroid is bigger or smaller than another Object.

Aligned The direction of the object equals to another Object.

Near If the minimum Euclidean distance of the bounding box pair of two objects is smaller than the threshold.

Table 3: Definition of different relationships.

Keyword Vertical Frontal Center Side Center High Front/Back Left/Right Aligned Near

Near × - - Parallel - - - Y

Aligned with × - - Parallel - - Aligned -

Opposite × - - Parallel - - Opposite -

Back right × × × Parallel Back Right - -

Right front × × × Parallel Front Right - -

Left rear × × × Parallel Back Left - -

Front left × × × Parallel Front Left - -

Directly right × × Y Parallel - Right -

Directly left × × Y Parallel - Left - -

Directly back × Y × Parallel Back - - -

Directly front × Y × Parallel Front - - -

Directly below Y - - Low - - - -

Directly above Y - - High - - - -

Table 4: The average length of the text description in the
dataset.

bedroom living dining

template
sentence 4.68 4.98 5.65

word 89.25 111.27 110.41

natural language
sentence 5.07 5.65 4.98

word 81.69 99.91 100.06

"subject-relationship-object." These basic relationships encompass
attributes such as the volumes of objects A and B, the relative posi-
tioning of A in relation to B (e.g., above or below), and so forth. Tab.

2 represents all the basic relationships and the definition details.
Then, we used these basic relationships to generate template-based
textual descriptions among all the objects in the scene as initial text
content. The initial text content contains 𝐶2

𝑛 (n is the number of
objects in the scene) textual descriptions and is redundant. Hence,
we applied a filtering algorithm based on probability to handle the
previously acquired set of text descriptions. The filtering model
considers the occurrences of typical relationships, volumes, and
distances between objects to evaluate the importance of specific
texts, which is defined as follows:

𝑆 (𝑂𝑖 ,𝑂 𝑗 ) =𝑊𝑂𝑖
𝑉𝑂𝑖

+𝑊𝑂 𝑗
𝑉𝑂 𝑗

+ 𝐷 (𝑂𝑖 ,𝑂 𝑗 ) + 𝑅(𝑂𝑖 ,𝑂 𝑗 ) (1)

where𝑊𝑂𝑖
,𝑊𝑂 𝑗

is the select weight of the object, 𝑉𝑂𝑖
,𝑉𝑂 𝑗

is the
volumes of the objects, 𝐷 is the distance of two objects, and 𝑅 is
the relation weight of the two objects. Specifically, the initial select
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weight of each object is set to 1 and is reduced if the object is
selected. The 𝑉 and the 𝐷 are normalized into the range between
0 and 1. The 𝑅(𝑂𝑖 ,𝑂 𝑗 ) = 1 − 𝑃𝑟 , where the 𝑃𝑟 is the proportion
of the relation between 𝑂𝑖 and 𝑂 𝑗 in all generated descriptions.
The consideration of occurrences of typical relationships aims to
balance the amount of different relationships to reduce the long-
tailed distributions of the relationships. The consideration of the
volumes of the objects can help the model focus on the main objects
in the scene, and the distances can help select descriptions of the
related objects.

After each filtering step, we reduce the coefficients of the selected
objects for the next step, which can reduce too many repeating
objects in the final text description. By employing this recursive
calculation approach, we establish a mechanism that prioritizes se-
lecting significant relationships and those involving the key objects
(the objects with big volumes and more relationships) within the
scene. Simultaneously, it maintains a certain likelihood of selecting
less conspicuous relationships, thereby upholding the diversity of
textual descriptions.

1.2.2 Natural language descriptions generation. To get closer to the
text-driven 3D scene generation application scenario, we generate
natural language descriptions with ChatGPT, a powerful language
model for dialogue. To leverage its excellent natural language capa-
bilities, we craft prompts I give you a description of a 3D scene. Please
summarize it in a paragraph, using up to 100 words. {template text
descriptions} to enable the model to grasp the spatial relationships
between objects and reiterate the essence of template-based text de-
scriptions using expressive and natural language. The ChatGPT can
help to reduce the redundant words in the template text description.
For example, the template text description "The King-size Bed is to
the right front of the Dressing Table, and near the Dressing Table,
and aligned with the Dressing Table" will be rewritten to the "In
this 3D scene, there is a king-size bed positioned to the right front
of a dressing table, aligned with it". The ChatGPT can also help
to apply complex grammar to describe a scene, such as rewriting
the "The Shelf is to the right front of the Wardrobe, and opposite
the Wardrobe" to the "To the right front of the Wardrobe is a Shelf,
which is also opposite the Wardrobe".

The rewritten description by the ChatGPT is more natural to
the human inputs. It provides a more robust evaluation of the text-
driven 3D scene generation models’ capacity to extract and com-
prehend crucial information from natural language. Additionally,
these descriptions offer a broader range of challenges and diversity
for the task.

2 ADDITIONAL RESULTS
2.1 Text-conditioned scene generation with full

training data
To compare the qualitative text-conditioned scene generation, we
modify the ATISS to support the text conditioned as input.We adopt
the Bert to encode the text into latent features as the condition in-
formation to input the ATISS. First, we compare our approach with
the ATISS on MLA and MRA scores. From Tab.5, our approach
improves the MLA scores from 0.293 to 0.337 and the MRA scores
from 0.258 to 0.324 in the bedroom. This observation highlights a

Table 5: Performance comparison on Text-conditioned 3D
scene generation with template description.

Metric Method Bedroom Living Dining

MLA(↑)
ATISS* 0.293 0.095 0.084

Our 0.337 0.209 0.204

MRA(↑)
ATISS* 0.258 0.086 0.083

Our 0.324 0.143 0.168

FID(↓)
ATISS* 18.72 38.79 41.24

Our 17.15 31.64 35.85

KID(↓)
ATISS* 1.94 5.83 5.26

Our 1.58 0.74 0.90

CKL(↓)
ATISS* 0.82 0.66 0.72

Our 0.34 0.25 0.24

Table 6: Performance comparison on Text-conditioned 3D
scene generation with natural language description.

Metric Method Bedroom Living Dining

MLA(↑)
ATISS* 0.254 0.092 0.082

Our 0.316 0.184 0.154

MRA(↑)
ATISS* 0.258 0.085 0.080

Our 0.295 0.164 0.147

FID(↓)
ATISS* 19.12 38.92 41.45

Our 17.10 31.58 35.54

KID(↓)
ATISS* 1.98 5.92 5.34

Our 1.59 0.75 0.89

CKL(↓)
ATISS* 0.85 0.71 0.77

Our 0.33 0.26 0.26

Table 7: Performance comparison on 3D scene generation
without constraints

Method FID KID

EpiGRAF[6] 107.2 102.3

VolumeGAN[9] 52.7 38.7

EG3D[1] 19.7 13.5

GIRAFFE[5] 56.5 46.8

GSN[2] 130.7 87.5

DisCOScene[8] 13.8 7.4

Ours 11.92 3.7
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substantial improvement in both scores, signifying our approach’s
proficiency in capturing the semantics of textual descriptions and
adeptly controlling the spatial relationships among objects. Com-
pared with adopting text features as condition information to input
the model, the cross-attention in our approach is more effective in
injecting the semantics into the text-conditioned generation tasks
for the transformer model. Expanding upon previous research, we
extend our evaluation to include a comparative analysis, employing
FID, KID, and CKL scores to gauge the quality of the generated
scenes in our approach and ATISS. As illustrated in Table 5, the
performance trends based on FID, KID, and CKL scores consistently
confirm that our approach outperforms ATISS. It is noted that the
performance in the living room and the dining room is relatively
poor compared to the bedroom. This is due to the training data of
these two types of rooms is much less than the bedroom. Thus, it is
necessary to consider the few-shot setting to apply the unannotated
scene for the training.

A comparison with Tab.6 reveals that generating scenes under
semantic constraints becomes more challenging with natural lan-
guage descriptions, as evidenced by decreasedMLA andMRA scores
across all methods. This underscores the importance of addressing
the challenges of free-form natural language in text-driven scene
generation.

2.2 More comparison for no semantic
constraints scene generation methods

We also consider other works focusing on building andmodeling the
3D scene within the latent space, which can generate and render the
scenes’ images with the camera’s parameters. From tab.7, compared
to DisCOScene, we reduced the FID score from 13.8 to 11.92 and KID
from 7.4 to 3.7. These methods mainly focus on how to model the
sceneswithin the latent space. They hardly consider how to improve
the layout of the objects in the scenes. Our proposed approach
aims to generate the scenes with proper layout under the language
constraint, which has the advantage of optimizing the scene layout
to generate scenes.
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