
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

Under review as a conference paper at ICLR 2026

MACHINE MENTAL IMAGERY: EMPOWER MULTI-
MODAL REASONING WITH LATENT VISUAL TOKENS

Anonymous authors
Paper under double-blind review

ABSTRACT

Vision-language models (VLMs) excel at multimodal understanding, yet their
text-only decoding forces them to verbalize visual reasoning, limiting performance
on tasks that demand visual imagination. Recent attempts train VLMs to render
explicit images, but the heavy image-generation pre-training often hinders the
reasoning ability. Inspired by the way humans reason with mental imagery—the
internal construction and manipulation of visual cues—we investigate whether
VLMs can reason through interleaved multimodal trajectories without producing
explicit images. To this end, we present a Machine Mental Imagery framework,
dubbed as Mirage, which augments VLM decoding with latent visual tokens
alongside ordinary text. Concretely, whenever the model chooses to “think visu-
ally”, it recasts its hidden states as next tokens, thereby continuing a multimodal
trajectory without generating pixel-level images. Begin by supervising the latent
tokens through distillation from ground-truth image embeddings, we then switch to
text-only supervision to make the latent trajectory align tightly with the task objec-
tive. A subsequent reinforcement learning stage further enhances the multimodal
reasoning capability. Experiments on diverse benchmarks demonstrate that Mirage
unlocks stronger multimodal reasoning without explicit image generation.

1 INTRODUCTION

Vision–language models (VLMs) jointly encode images and text and attain impressive results on
visual tasks through text-only decoding (Wang et al., 2024). Techniques such as chain-of-thought
prompting and reinforcement-learning can lengthen these textual reasoning traces and yield extra
gains. Nonetheless, VLMs still stumble on multimodal reasoning tasks such as spatial reasoning,
which require active understanding and manipulation of visual elements beyond passive perception.

Consider the jigsaw puzzle in Fig. 1. Instead of textualizing every candidate piece, people picture how
the two fragments might align and decide on the correct match. This reasoning unfolds in a native
multimodal fashion, not through language alone. Recent studies (Team, 2024; Tong et al., 2024;
Chern et al., 2024; Chen et al., 2025a) have pre-trained VLMs for large-scale image generation so a
single model can produce both words and pictures. Yet the cognitive demands of logical reasoning
differ sharply from the task of synthesizing pixels, and asking one model to master both goals
often degrades its reasoning quality (Wang et al., 2025a). In addition, the image decoders cannot
produce interleaved trajectories pertinent to input images. Consequently, fully exploiting the dormant
multimodal reasoning capacity of VLMs remains an open challenge.

According to imagery theory, humans do not summon photorealistic pictures while thinking. We
instead construct and manipulate mental images, simplified sketches that capture only task-relevant
information, a process known as mental imagery (Shepard & Metzler, 1971; Kosslyn, 1996). In the
jigsaw example, we examine fragment contours to decide whether two pieces fit. Likewise, when
searching for misplaced keys, we recall the shelf rather than the full room. Inspired by this behavior,
we ask whether VLMs can reason directly in their latent visual embedding space, weaving compact
visual embeddings into the text stream and dispensing with the need for explicit image generation.

To this end, we present Mirage, a decoding mechanism that interleaves latent visual representations
among text tokens. Prior studies have shown that LLMs can reason directly within the latent space.
Building upon this insight, in our framework, when the model chooses to reason visually by producing
a special token, it then reuses its current hidden state as a compact visual embedding and appends it to
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Devise an action plan that 
enables a player to reach 
the goal.

I started by moving upward 
to avoid the obstacles 
directly in front. 
<latent> 
<latent> 
<latent>
<latent>
Then, …, until I reached 
the treasure. 
{U, R, U, R, R, R, D, D}

{R, D, R, R, U, R}

Which image is the missing 
part in the first image?

The missing part completes 
the coffee beans. Imagine 
the second image.
<latent> 
<latent> 
<latent>
<latent>

{The third image}

It aligns well with the 
STARBUCKS banner above.
{The second image}

From someone at the x 
marked point and facing 
90 degrees to the left,

Imagine facing 90 degrees 
to the left from the 
marked point.
<latent> 
<latent> 
<latent>
<latent>

{Left}

The surfer will be to 
their right.
{Right}

GPT-4o GPT-4o GPT-4o

Ours Latent Reasoning Ours Latent Reasoning Ours Latent Reasoning

Spatial Planning Jigsaw SAT

will the 
surfer be 
to the 
left or 
right?

Figure 1: Multimodal Reasoning Examples. Mirage interleaves latent visual tokens, which
represent compact imagery visual features, with explicit text tokens to solve diverse spatial reasoning
multimodal tasks, boosting the reasoning performance without the full pixel-level image generation.

the context, skipping the language projection. These internal embeddings furnish focused visual cues
for later reasoning steps. As shown in Fig. 1, Mirage yields a chain-of-thought trajectory without any
external image decoder.
As illustrated in Fig. 2, we adopt a two-stage fine-tuning paradigm to equip the model with interleaved
reasoning. In the first stage, with annotated interleaving trajectories, we supervise both modalities:
the model predicts the next word while reconstructing a compact latent visual vector obtained from
compressed image embeddings. This dual objective anchors the latent tokens in the visual subspace
and teaches the model to weave visual cues into its output.

The second stage removes direct supervision on the latent vectors and optimizes only the text
tokens, letting the model treat its autoregressively generated latent embeddings as priors that guide
subsequent word generation. This relaxation yields a more flexible interleave reasoning trajectory
without forcing the latent channel to match any predetermined embedding. After these two stages,
we apply reinforcement learning to further boost the reasoning performance.

Extensive experiments and superior performance across multiple benchmarks demonstrate that our
proposed Mirage significantly enhances the reasoning ability of VLMs compared with text-only
decoding. More concretely, our contributions are threefold,

• We introduce Mirage, which enables VLMs to generate interleaved reasoning trajectories
that mix latent visual tokens with ordinary text, without relying on external visual decoders.

• Our two-stage training paradigm empowers VLMs to produce stable yet flexible interleaved
reasoning and shows that reinforcement learning can further boost performance.

• Mirage achieves consistent gains across diverse multimodal reasoning benchmarks. Further
analysis reveals that the latent tokens embody meaningful visual cues, underscoring the
potential to unlock deeper multimodal reasoning capabilities in VLMs.

2 RELATED WORK

2.1 MULTIMODAL CHAIN-OF-THOUGHT

Chain-of-Thought (CoT) prompting was first shown to elicit step-by-step reasoning in LLMs (Feng
et al., 2023; Zhang et al., 2024a; Wei et al., 2023). Recent extensions of CoT to multimodal settings
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Vision Language Models

[Question] [Image] [Thoughts] [Image] [Answer]

<text> <text><latent>

text token image embedding latent embedding

Stage 1 [Thoughts] [Answer][latent]

Vision Language Models

[Question] [Image] [Thoughts] [latent] [Answer]

Stage 2 [Thoughts] [Answer][latent]

CE loss generateL2 loss

Figure 2: Pipeline of Mirage Framework. Stage 1 jointly supervises text and latent visual tokens,
grounding the latter in the visual subspace; Stage 2 drops the latent supervision, anchoring the
grounded latent tokens for subsequent text generation.

embed visual evidence directly into the reasoning trajectory. ICoT (Zhang et al., 2024b) interleaves
attention-selected image crops with text tokens, yielding significant VQA gains, while Visual CoT
(Shao et al., 2024a) supplies bounding-box rationales to train VLMs that emit explicit visual tokens.
Recent works (Hu et al., 2024; Zhou et al., 2024; Yang et al., 2025c; Gao et al., 2024; Wu et al., 2025;
Chern et al., 2025; Fang et al., 2025; Cheng et al., 2025a; Su et al., 2025b; Chen et al., 2025b) further
leverage external tools to supply visual cues that enrich multimodal CoT reasoning..

Recent works (Chen et al., 2025a; Wang et al., 2025a) like Chameleon (Team, 2025; Chern et al.,
2024) trains a unified token-based model that can emit arbitrary sequences of text and image tokens,
but at the cost of large-scale pixel-level supervision and heavier decoding. In the VLM domain,
multi-modal reasoning is a promising direction Zhang et al. (2025); Sarch et al. (2025); Xu et al.
(2025); Wang et al. (2025b); Chen et al. (2025c); Lee et al. (2025); Zhan et al. (2025); Zheng et al.
(2025); Pham & Ngo (2025). Multimodal-CoT Zhang et al. (2023) aligns text and image features
to generate auxiliary images that enhance reasoning. MVoT Li et al. (2025a) urther trains a unified
model to directly produce image and text interleaving trajectories, but absent of reasoning thoughts.
Aurora Bigverdi et al. (2025) introduces an image de-tokenizer to explicitly generate perception
tokens, thereby supporting multimodal perception. MMaDA Yang et al. (2025a) adopts a diffusion-
based VLM to enable coherent reasoning and generation across modalities. In contrast, our Mirage
framework differs by emitting compact latent visual tokens rather than real image patches or pixels,
avoiding heavy image generation while still allowing fully interleaved visual–text reasoning.

2.2 LATENT REASONING IN LLMS

Much recent work has highlighted the importance of intermediate hidden representations in LLMs (Bi-
ran et al., 2024; Yang et al., 2024a). To better guide the latent reasoning process, several ap-
proaches Wang et al. (2023); Goyal et al. (2023) introduce specialized tokens into the input sequence.

Another line of work Tan et al. (2025); Geiping et al. (2025); Shen et al. (2025b); Zhu et al. (2025b);
Tang et al. (2025); Su et al. (2025a); Shi et al. (2025); Ruan et al. (2025) seeks to internalize reasoning
behavior by distilling chain-of-thought rationales into latent representations. Deng et al. (2023)
trains models to mimic CoT-style reasoning implicitly through hidden states, and (Deng et al.,
2024) further improves inference efficiency by removing explicit intermediate steps altogether. Yu
et al. (2024) proposes to distill latent reasoning capabilities into a model by supervising it with data
generated for complex reasoning. More recently, Hao et al. (2024) go further by replacing CoT
tokens with continuous latent embeddings, enabling unconstrained reasoning in the latent space to
explore on complex tasks including math and logical reasoning. While prior work primarily focuses
on enhancing efficiency or structural planning within the LLM’s latent space, our approach takes a
different perspective: we treat latent tokens as a bridge for exploring visual information.

3 MULTIMODAL REASONING WITH LATENT VISUAL TOKENS

Inspired by the cognitive process of mental imagery, we introduce Mirage, a framework that lets
VLMs reason in interleaved multimodal trajectories. In contrast to prior unified models that integrate
an external image decoder and pre-train on large-scale image generation, our method generates
compact latent embeddings that serve as visual tokens. By sidestepping image generation, the model
can devote its capacity to reasoning, producing only the essential visual cues and thereby echoing the
concise, sketch-like representations humans employ during reasoning.

3
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Query 𝒙

Answer 𝒚

Input Images 𝑰𝒊𝒏𝒑𝒖𝒕

Arrow Annotation
…

Video Generation

Task-specific Tools
Helper Image 𝑰

VLM 𝑴𝒓

Textual Thoughts
𝑶 = 𝑶𝒑𝒓𝒆⨁𝑶𝒑𝒐𝒔𝒕

Synthesized Trajectory 
𝒙, 𝑰𝒊𝒏𝒑𝒖𝒕, 𝑶𝒑𝒓𝒆, 𝑰, 𝑶𝒑𝒐𝒔𝒕, 𝒚

Figure 3: Data-generation Pipeline. For each question–answer pair, we first create a helper image
with task-specific tools (here, annotate the map with arrows), then prompt a VLM to produce textual
reasoning that embeds this image. The text and helper image together form the synthetic multimodal
trajectory used for training.

In this section, we first explain how we synthesize informative multimodal reasoning data (Sec. 3.1).
Next, we introduce our first joint supervision training stage in Sec. 3.2. Finally, we explain the second
stage, which applies text-only supervision while relaxing the latent constraints (Sec. 3.3).

3.1 DATA GENERATION

Consider the multimodal reasoning task where the VLMs need to generate responses y to the input
that consists of one or more images and a textual query. For simplicity, we denote the input that
contains both image and text as x. Given VLMs naturally generating text tokens only, they require
additional supervised fine-tuning to learn an interleaved reasoning pattern. We therefore begin
by synthesizing a training corpus that pairs each input x with a task-specific helper image I (See
Fig. 3). For example, in the navigation task, the helper image can be generated by taking the ground
truth action list and manually drawing the corresponding path on the starting map with red arrows.
Similarly, for the jigsaw task, we can concatenate the candidate fragments to form a composite image
that captures the relationship among pieces. More details on the image generation procedures for
different tasks can be found in the supplementary materials. In general, we obtain a help image that
delivers precisely the visual cues needed to supervise latent reasoning.

With the helper image I prepared, we next synthesize a reasoning chain where the LLM incorporates
the helper image to generate the final solution. Specifically, we first feed a large reasoning VLM
M with the original input x, the ground-truth answer y, and the helper image I and prompt it to
generate a step-by-step reasoning that incorporates the helper image. For example, the prompt can
be Generate a step-by-step reasoning that leads to the ground-truth
answer while properly incorporating the helper image in reasoning.
Denote the model response as

o = M (x,y, I) .

Here o is a step-by-step reasoning with the helper image embedded in the reasoning process. Since
the helper image is embedded in the reasoning chain, it splits the reasoning chain into two parts.
Without loss of generality, we represent o = opre⊕I⊕opost, where ⊕ is the concatenation operation,
opre is the reasoning chain before the helper image while opost is the reasoning chain after the helper
image. By prompt the large reasoning VLM with different inputs, we can thus collect a training
dataset D = {x(i), I(i),o(i),y(i)}Ni=1, where each o(i) is a synthesized reasoning chain with text and
image interleaved.

3.2 JOINT SUPERVISION FOR LATENT GROUNDING

To teach the model an interleaved style of reasoning, one naive solution is to directly train a VLM
on the data collected above. However, the effectiveness can be negatively affected by the model’s
limited capability of synthesizing helper images. Therefore, we propose a novel training strategy:
pass the helper images to the VLM first to convert the helper images in the synthetic training data
into patch-level features; then fine-tune the VLM to output such features as latent reasoning tokens,
thus eliminating the need to generate helper images by the VLM.

Specifically, for each training example (x, I,o,y) ∈ D, we pass the helper image I through the VLM
fθ(·) with parameter θ to obtain its patch-level features {e1, . . . ,en} = fθ(I). Rather than asking
the model to reproduce every patch, we mimic human mental imagery by compressing these features
into k salient vectors, {ê1, . . . , êk} = Compress

(
{e1, . . . ,en}

)
, that retain only task-critical visual

cues. In this work, we realize Compress(·) with simple average pooling over the original patch

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

features, a lightweight yet surprisingly effective strategy that supplies a concise visual summary for
supervision. We then train our model to (1) generate the response opre conditioned on the input x,
(2) generate the latent tokens {ê1, . . . , êk} conditioned on x and opre, where the last layer hidden
states at corresponding positions will be regarded as the generated latent tokens, and (3) generate the
response opost conditioned on the proceeding content.

For the training objective for latent token generation, we adopt the cosine similarity between the last
layer hidden states of the model and the target latent tokens:

Lvisual = ℓcos

(
êj , gθ

(
opre, ê1:j−1

))
, (1)

where gθ
(
opre, ê1:j−1

)
denotes the model’s prediction for the j-th latent token conditioned on the

preceding context. This loss grounds the latent tokens firmly in the visual representation space.

Meanwhile, we train the surrounding textual tokens using the standard cross-entropy loss for next
token prediction. For the left segment opre the model conditions only on earlier words, whereas for
the right segment opost it also attends to the k compressed visual embeddings.

Ltext =

|opre|∑
i=1

ℓCE

(
opre,i, fθ(x,opre,<i)

)
+

|opost|∑
i=1

ℓCE

(
opost,i, fθ(x,opre, {êj}k1 ,opost,<i

)
. (2)

Here fθ(x) denotes the next token prediction probability conditioned on the input and {êj}k1 is the
set of the ground-truth latent tokens. The overall training objective in this stage combines this term
with the visual-alignment loss L1 = Lvisual + γLtext, where the γ is the loss coefficient, thereby
anchoring the latent tokens in visual space while teaching the model to weave them naturally into its
textual thoughts.

3.3 TEXT-ONLY SUPERVISION WITH LATENT RELAXATION

The first stage grounds the latent tokens by forcing the model to reconstruct the compressed image
embeddings. Although effective for visual alignment, this can over-constrain the model, diverting
capacity from its primary goal of answering the question correctly, degrading the reasoning per-
formance. Therefore, in the second stage, we remove the cosine loss altogether and keep only the
cross-entropy loss over text tokens.

Although the latent tokens no longer carry an explicit loss, we still anchor them so that they meaning-
fully guide the following thoughts. For each training instance, the model autoregressively produces
its own latent tokens {ei}ki=1, with

ej = fθ
(
x,opre, e<j

)
. (3)

These self-generated embeddings replace the compressed image vectors used in Stage 1 and serve as
priors for the tokens that follow the image placeholder. Therefore, the training objective becomes

Ltext =

|opre|∑
i=1

ℓCE

(
opre,i, fθ(x,opre,<i)

)
+

|opost|∑
i=1

ℓCE

(
opost,i, fθ(x,opre, {ej}k1 ,opost,<i

)
. (4)

Due to the continuous property of {ei}ki=1, these self-generated latent tokens are fully differentiable.
Since the next token prediction of opost is a function of the latent tokens, the gradient can be
propagated to these latent tokens when minimizing the above loss on the textual tokens. This allows
us to optimize the generation of the latent tokens within the learned visual subspace, acting as flexible
priors that guide subsequent text generation and yield a more adaptive, task-focused reasoning.

The overall framework of our two-stage pipeline is shown in Fig. 2. Two stages jointly endow VLMs
with the ability to generate interleaved multimodal reasoning with latent visual tokens. Empirical
results in Sec. 4.2 further validate the effectiveness of our latent reasoning over text-only decoding.

3.4 REINFORCEMENT LEARNING

After the two supervised fine-tuning stages, the model has already learned to reason using both
interleaved text and latent tokens. Here, we further explore whether the model’s performance can be
improved using reinforcement learning (RL), inspired by recent long-CoT language models (Xie et al.,
2025; Shen et al., 2025a). Specifically, we adopt group relative policy optimization (GRPO) (Shao
et al., 2024b) for RL training. For each input query in the training set, we sample multiple responses
from the model. During RL, we explicitly optimize the probabilities of textual tokens while allowing
gradients to flow through the latent tokens. Following LMM-R1 (Peng et al., 2025), we adopt two
types of rewards: accuracy and format. We consider both accuracy and format rewards. More
implementation details are provided in Appx D.1.
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Table 1: Results on Visual-Spatial Planning (VSP) tasks. Mirage outperforms text-only baselines
and achieves superior performance compared to interleave reasoning models.

VSP Spatial Reasoning Spatial Planning
Level 3 Level 4 Level 5 Level 6 Avg. Level 3 Level 4 Level 5 Level 6 Avg.

Zero-Shot 0.32 0.23 0.40 0.32 0.32 0.10 0.08 0.05 0.01 0.06
Direct SFT 0.83 0.81 0.85 0.86 0.83 0.88 0.81 0.73 0.47 0.72
CoT SFT 0.88 0.86 0.80 0.83 0.84 0.68 0.53 0.35 0.31 0.47
GRPO 0.54 0.49 0.76 0.67 0.62 0.42 0.35 0.26 0.08 0.28
CoT SFT + GRPO 0.89 0.85 0.84 0.80 0.85 0.65 0.58 0.43 0.38 0.51

Anole 0.46 0.51 0.49 0.63 0.52 0.02 0.01 0.00 0.00 0.01
MVoT 0.53 0.64 0.67 0.59 0.61 0.21 0.11 0.08 0.03 0.11
Aurora 0.64 0.78 0.71 0.71 0.71 0.26 0.11 0.11 0.04 0.13

Ours (Direct) 0.86 0.84 0.88 0.87 0.86 0.93 0.83 0.76 0.51 0.76
Ours (CoT) 0.87 0.92 0.86 0.84 0.87 0.75 0.63 0.53 0.39 0.58
+ w/ GRPO 0.92 0.90 0.86 0.88 0.89 0.78 0.65 0.52 0.43 0.60

4 EXPERIMENTS

4.1 EXPERIMENTAL SETTINGS

Benchmarks. We evaluate our approach on four different benchmarks. VSP (Wu et al., 2024)
measures spatial planning in a simulated maze-navigation environment. In addition to its main task,
we adopt its spatial reasoning subtask, which asks the model to predict the outcome of a prescribed
action sequence. BLINK-Jigsaw (Fu et al., 2024) systematically evaluates the capacity of multimodal
large language models to extrapolate global structural and semantic information from incomplete
visual inputs, thereby assessing their reasoning about spatial organization and maintaining perceptual
coherence. SAT (Ray et al., 2024) evaluates both static and dynamic spatial relations. Additionally,
we include the Mathematical Geometry subset of the recent COMT-Geometry (Cheng et al., 2025b)
to assess formal spatial reasoning in mathematical contexts. Details are provided in Appx C.

Data Synthesis. For each task, we sample 1k training instances for fine-tuning and 2k instances
for reinforcement learning. COMT provides interleaved multimodal reasoning trajectories, which
we directly use as both helper images and reasoning supervision. For the other benchmarks, we
synthesize data following the procedure outlined in Sec. 3.1. For VSP, the helper image is either
the start map annotated with the red-arrow path or the agent’s current state snapshot. In Jigsaw, we
concatenate one candidate patch beside the reference image. For SAT, following MindJourney Yang
et al. (2025b), we prompt fine-tuned CogVideoX-5B (Yang et al., 2024b) to render a scene that
matches the textual description. Full synthesis details are provided in Appx C.

Baseline Models. First, we fine-tune the model directly with answer labels and evaluate zero-shot
reinforcement learning without any supervised warm-up. Next, using synthetic data, we perform
CoT fine-tuning (CoT SFT) and then add reinforcement learning. In addition, we benchmark against
a unified model Anole (Chern et al., 2024), training with the same multimodal supervision, and
MVoT (Li et al., 2025a), which generates action and state images. We also compare against reasoning
models that interleave either generated or processed images into reasoning trajectories, including
Aurora Bigverdi et al. (2025), ViGoRL Sarch et al. (2025), MindJourney Yang et al. (2025b), and
MINT-CoT Chen et al. (2025b). For more baseline details, please refer to Appx D.2.

Implementation Details. Unless stated otherwise, we use Qwen2.5-VL 7B as the base model,
and we use a latent token size of k = 4 and a loss coefficient of γ = 0.1. The random seed is fixed at
42 to ensure reproducibility. For more implementation details, please refer to Appx D.1.

4.2 EXPERIMENTAL RESULTS

We first evaluate the effectiveness of our method on the VSP benchmark. The results are shown
in Tab. 1. First, adding latent visual tokens to the reasoning process significantly improves the
reasoning capability of VLMs compared to text-only baselines. Compared to directly fine-tuning the
VLM with the synthesized data, our method achieves 3% higher accuracy on the spatial reasoning
task and 11% on the spatial planning task. Also, Mirage improves the CoT SFT + GRPO, by 2%
and 7%, respectively, demonstrating the effectiveness of our two-stage training method. Moreover,
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Table 2: Experimental Results with Qwen2.5-VL 3B on Jigsaw and SAT tasks. For each baseline,
we report the best performance across zero-shot and fine-tuning settings, with and without CoT.
Baseline implementations are described in Sec. D.2, and detailed results are provided in Sec. E.1.

Method Jigsaw SAT Synthetic SAT Real
GoalAim ObjM Avg.

Zero-Shot 0.45 0.50 0.38 0.44 0.51
Direct SFT 0.80 0.82 0.83 0.83 0.55
CoT SFT 0.59 0.73 0.88 0.71 0.54
GRPO 0.54 0.78 0.80 0.79 0.54
SFT + GRPO 0.72 0.82 0.85 0.84 0.52

ViGoRL 0.56 0.75 0.58 0.67 0.59
MindJourney - 0.84 0.62 0.73 0.57

Ours 0.85 0.85 0.93 0.89 0.64

reinforcement learning can further improve the performance of our method. By weaving latent visual
tokens within the text trajectories, instead of placing them at the start, our model can naturally explore
diverse sequences. After optimizing with GRPO, Mirage achieves extra gains (+2% accuracy) on
VSP tasks. These results further confirm that interleaved latent cues provide informative guidance
with flexible reasoning, highlighting the potential of our framework.

Additionally, baselines such as Aurora and Anole, despite explicitly generating image tokens, perform
poorly on interleaved text–image reasoning. After fine-tuning on the same data, they reach only 71%
accuracy on the spatial reasoning task and 13% on the spatial planning task. We attribute this to the
overhead of explicit image generation. Aurora produces fixed image tokens per image, hindering
reasoning performance. Notably, Anole struggles to even generate valid answers for the spatial
planning task post fine-tuning. Following Li et al. (2025a), we construct interleaved trajectories
by combining textual thoughts with simulated state images. Our reproduced results are lower than
those reported in their paper, likely due to training data differences. To ensure a fair comparison, we
reproduce MVoT results using same data as used in our framework. Nonetheless, our model still
outperforms their reported results, highlighting the advantage of our latent design.

Table 3: Results on COMT.

Method COMT

Zero-Shot 0.63
Direct SFT 0.71
CoT SFT 0.74
GRPO 0.69
SFT + GRPO 0.72

R1-VL 0.69
MINT-CoT 0.72

Ours 0.77

We also evaluate our model on COMT tasks in Tab. 3. Mirage
achieves about 5% accuracy than best baselines. Furthermore,
we report results on Jigsaw and SAT tasks in Tab. 2 using the
Qwen2.5-VL 3B, showing that Mirage transfers effectively to
smaller models, with performance improvements consistent with
7B models. Across both benchmarks, our model outperforms all
relevant text and image interleaved reasoning baselines, including
MINT-CoT, which is explicitly trained on large-scale math data, and
ViGoRL, which is trained on large-scale spatial reasoning data. Con-
sistent improvements underscore that interleaving compact visual
cues consistently strengthens reasoning ability. More detailed results
are provided in Appx E.1.

We notice that on VSP spatial planning task, fine-tuning with synthesized reasoning thoughts performs
significantly worse than training directly on answer labels, both with and without our latent design.
Two factors likely contribute to this outcome. First, as noted in prior work (Li et al., 2025b), certain
visual tasks that rely heavily on perception may not benefit from explicit reasoning during fine-tuning.
Second, the synthesized thoughts are generated by Qwen2.5-VL-32B; although generally sound,
they are not flawless, and any imperfections propagate into the base model. Likely, in SAT, the
helper images are produced by a video generation model without ground-truth annotations, which
can introduce further noise to the latent prior. Despite these challenges, our latent reasoning pipeline
still closes much of the performance gap, highlighting its practical robustness.

4.3 ABLATION STUDY

In this section, we first conduct an ablation study to evaluate the influence of the two stages of our
framework. Tab. 4 reports the effect of removing each phase. Training with only the first phase,
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Zero-shot results SFT results Results w/ helper images Results w/o helper images 

Figure 4: Performance with Helper Images as Input Priors. We evaluate model accuracy using
synthesized helper images under both zero-shot and fine-tuned settings. The results highlight the
informativeness of the generated images and confirm their high data quality.

which jointly supervises text and latent visual tokens, anchors the latent embeddings but leaves them
constrained and lowers performance, similar to the plight of unified models.

Table 4: Ablation study of training stages
on VSP Spatial Planning. Both stages
jointly improve reasoning performance.

VSP Spatial Planning
Method 3 4 5 6 Avg.

Ours 0.75 0.63 0.53 0.39 0.58
− w/o Stage 1 0.69 0.58 0.46 0.36 0.52
− w/o Stage 2 0.38 0.19 0.16 0.09 0.21

Training with only the second stage, which relies on
text loss alone while letting latent tokens evolve freely,
performs slightly better the text-only baseline. With-
out the grounding supplied by the first stage, the latent
vectors drift into regions of the multimodal embedding
space that do not aid reasoning. This outcome con-
trasts with findings on LLMs in Coconut (Hao et al.,
2024), where unsupervised latent vectors can benefit
subsequent reasoning. The difference indicates that
visual and textual subspaces in VLMs remain hetero-
geneous enough that a grounding phase is effective. This confirms that the first stage aligns latent
tokens with visual features, the second stage allows them to adapt, and both steps are necessary.

Table 5: Ablation study of latent size k and loss
coefficient γ on VSP Spatial Reasoning. The
pipeline remains robust across hyperparameters.

k γ
VSP Spatial Reasoning

3 4 5 6 Avg.

2 0.1 0.85 0.86 0.89 0.93 0.86
4 0.1 0.87 0.92 0.86 0.84 0.87
6 0.1 0.85 0.90 0.91 0.87 0.88
8 0.1 0.77 0.77 0.74 0.70 0.75
4 0.5 0.84 0.91 0.84 0.78 0.84
4 1.0 0.77 0.85 0.85 0.87 0.83

To delve deeper into the robustness of our frame-
work, we investigate the influence of hyperpa-
rameters: latent token size k and the multimodal
loss coefficient γ. As Tab. 5 shows, adjusting
the loss coefficient γ has a moderate effect. A
larger γ weights the latent-alignment loss less
in the first stage. When γ approaches infinity,
the first stage becomes equivalent to skipping
visual supervision entirely, in other words, the
second stage. This gives a poor initialization for
subsequent training. Even so, after the second
stage, each γ tested still obtains over 80% accu-
racy, which attests to the overall robustness of
the framework. Additionally, we observe that varying the latent size k from 2 to 6 yields consistently
strong performance, with k = 6 showing a slight improvement—highlighting the resilience of our
latent design. However, increasing k to 8 results in a significant performance drop around 13%, likely
due to error accumulation in longer latent sequences under autoregressive non-decoding generation.
These observations are consistent with prior findings that optimal latent reasoning performance in
LLMs typically occurs with fewer than 6 latent tokens (Hao et al., 2024).

5 ANALYSIS

Synthesized Data Quality. Data quality plays a critical role in model performance. In this section,
we investigate whether the helper images generated by various tools are genuinely informative for
VLM reasoning. For the two VSP tasks, we supply the helper image as prior input and evaluate model
performance in both zero-shot and fine-tuned settings. As shown in Fig. 4, providing the helper image
leads both models to achieve nearly 100% accuracy on both tasks. Even in the zero-shot setting, we
observe substantial performance gains on the spatial reasoning task. However, improvements on the
spatial planning task are limited to simpler map layouts in the zero-shot setting. We attribute this to
the inherent difficulty of extracting and leveraging spatial information from the helper image without
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VSP Spatial Reasoning VSP Spatial Planning SAT Synthetic BLINK-Jigsaw

Figure 5: Visualization of Latent Embeddings. We visualize our latent tokens along with text and
image embeddings with t-SNE. Latent tokens cluster near, yet just outside, the visual representation
subspace, consistent with the two-stage training design.

task-specific fine-tuning. These results suggest that the synthesized helper images do indeed enhance
VLM reasoning. Moreover, if the model’s latent thoughts can fully internalize the information
encoded in these images, it would represent a strong performance upper bound for our Mirage.

Latent Behavior Analysis. The model learns to reproduce compressed image embeddings in
the first stage, anchoring its latent tokens in the visual subspace. However, after the second stage,
these latent tokens receive no direct supervision. Therefore, it is unclear whether they still encode
visual representations. By sampling 100 examples, we obtain the corresponding latent token vectors
alongside the text and visual embeddings. We use t-SNE to embed all vectors into two dimensions for
better visualization with a perplexity of 30, and initialize the embeddings via PCA. As shown in Fig. 5,
the text embeddings (blue dots) fill the entire plot in a radial scattering pattern, while the visual token
embeddings (yellow dots) cluster tightly inside a distinct visual subspace, consistent with previous
findings. Our latent embeddings (red dots) form a compact cloud that sits just outside that visual
cluster, shifted by the second training stage, which tailors the latent embeddings to answer generation.
However, we notice that our latent tokens remain clearly separated from the text distribution and
closer to the visual embedding across diverse tasks. This pattern shows that even without an explicit
decoder, the latent tokens stay close to the visual manifold while retaining the flexibility introduced
in the second stage, echoing the way mental imagery abstracts rather than reproduces visual input.

Inference Time Efficiency. During inference, our framework forwards latent embeddings directly,
bypassing decoding and thereby reducing computation. The only additional overhead arises from
latent mode checking and, in some cases, slightly longer reasoning sequences. We compared inference
speed against text-only 7B baselines on both VSP tasks. Our framework matches GPU time usage
and is slightly faster on the VSP spatial planning task. These results confirm that our approach
introduces no extra inference cost while maintaining efficiency. For detailed training and inference
time comparisons, see Appx. E.3.

Multiple Latent Reasoning Steps. Beyond using a single helper image, we investigate the case
where multiple steps of latent tokens appear in the reasoning trajectory. Interestingly, models
trained with only one helper image naturally learn to produce multiple latent visual reasoning steps
occasionally during inference on structured, multi-step tasks such as VSP, reflecting the flexibility
of our framework. We further extend experiments by explicitly adding two helper images to the
trajectory. According to the results in Appx. E.2, 3B models achieve an average 7% improvement on
the VSP spatial reasoning task, suggesting that additional visual support can further benefit.

6 CONCLUSION

In this work, mimicking human mental imagery, we propose Mirage, a lightweight framework that
interleaves compact latent visual tokens with text so a vision–language model can reason multimodally
without ever generating pixel-level images. Specifically, our framework is trained in two stages: a
joint supervision stage that anchors latent tokens to visual embeddings while learning the surrounding
text, followed by a text-only supervision stage that lets those tokens adapt freely to support answer
generation. A brief reinforcement-learning refinement further aligns the entire trajectory with task
goals. Across four spatial-reasoning benchmarks, Mirage consistently outperforms text-only baselines,
underscoring the effectiveness and potential of latent visual reasoning for multimodal models.
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Ethics Statement This work does not involve human subjects, biased, private or sensitive data.
All datasets used are publicly available and have established research usage licenses. This work
complies with the general ethical principles of ICLR, and the authors confirm that the research has
been conducted responsibly.

Reproducibility Statement We present all training and inference details clearly in the manuscript.
Full model architectures and training procedures are provided in Section 4.1. Hyperparameters and
evaluation protocols are documented in Appx. D.1. Dataset curation and detailed prompt usage are
described in Appx. C. All reported results were obtained under the same environment and with a
fixed random seed to ensure fairness and reproducibility. We plan to make the full code and datasets
public upon acceptance.
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A LARGE LANGUAGE MODEL USAGE

We only use Large language models (LLMs) for minor refinement of wording and grammar in the
manuscript. They did not contribute to experiment design, analysis, or substantive writing.

B LIMITATIONS AND FUTURE WORKS.

While effective, our framework has certain limitations: Synthetic Data Quality: The performance
of Mirage depends on the quality of the generated multimodal trajectories. High-quality datasets
for unified reasoning models is an important next step. Extend to Unified Models: Despite current
limitations in interleaved generation performance, whether the aligned feature space of unified
models can be leveraged to further improve latent reasoning design remains an open question. Extend
to Larger Models: Currently, our evaluation is limited to Qwen2.5-VL 7B and Qwen2.5-VL
3B models. Extending Mirage to larger models remains an open direction. Latent Visualization:
Currently, the generated latent embeddings can only be visualized using t-SNE, lacking a semantic
visualization. Developing methods to visualize these embeddings semantically would further enhance
the explainability of Mirage.

C DATASETS

C.1 HELP IMAGE GENERATION

Diverse task-specific tools are employed to generate the helper images used in fine-tuning. In this
section, we will detail the generation pipeline for each task.

VSP Spatial Reasoning. To assist in inferring the final state after a sequence of actions, we
leverage the map layout visualization as the helper image, including the agent position after part of
the action trajectory. Following the VSP implementation, we render this state with the OpenAI Gym
package (Brockman et al., 2016), using the initial map and the action sequence as inputs.

Determine the final 
state after the Action 
Sequence:

Go Right, Go Up, Go 
Up, Go Left, Go Up

Input	Image Helper	Image

After the action sequence

Question

Figure 6: An example of the helper image of the VSP Spatial Reasoning task.

VSP Spatial Planning. For the planning task, we provide a map annotated with the ground-truth
path, turning the problem into simply reading the highlighted trajectory. Specifically, we select one
valid action sequence for each sample and highlight its steps as a red arrow that begins at the agent’s
start position and ends at the goal.

Blink Jigsaw. The Jigsaw task asks which candidate patch completes the reference image. For
each instance we create a helper image by inserting one randomly chosen candidate patch into the
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Provide the action plan 
that enables the 
player to reach the 
goal from the starting 
point without falling 
into any holes.

Input	Image Helper	Image

Highlight a valid path

Question

Figure 7: An example of the helper image of the VSP Spatial Planning task.

masked region. The model then can judge whether the composite looks seamless: if the patch blends
smoothly, it is the correct answer; if not, the other candidate should be chosen.

Figure 8: An example of the helper image of the BLINK task.

SAT. For the SAT task, we focus on the GoalAim and ObjM subtasks, which require reasoning
about a specified camera pose movement. Providing the target view as a helper image would ease
the model’s spatial reasoning burden. Therefore, given the recent advance in world model research,
we adopt a high-quality video generation model CogVideoX-5B to generate this image. To further
ensure the image quality, we restrict the action condition for generation to three primitives: move
forward, turn left, and turn right. Sampling 9 frames along each trajectory, we instruct a VLM to
choose the most informative frame. The chosen frame is then used as the helper image.

C.2 TEXTUAL THOUGHTS GENERATION

For each task, we generate the textual thoughts instead of leveraging closed-source outputs. We
feed the helper image and the ground truth answer to a large reasoning model Qwen2.5-VL 32B.
Task-specific prompts are applied. Simplified prompts and one illustrative example per task are
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The first image is 
from the beginning of 
the video and the 
second image is from 
the end. How did the 
camera rotate from 
the first image to the 
second image?
- rotated left
- did not move

Input	Image Helper	Image

After turning left by 9 degrees

Question

Figure 9: An example of the helper image of the SAT task.

Table 6: Data example of VSP Spatial Reasoning.

Thoughts Generation System Prompt:
You are analysing one move in FrozenLake.
Tiles (numeric): 1=Start point, 0=Ice, -1=Hole, 2=Target.
End-states: success, fail in hole, fail on ice.
Task: Given the map, current position, and one action, write one short sentence thought that states: (1) the square reached
[(row, col), TileType]; (2) how that move shifts the likelihood of the three end-states.
No bullets, no extra lines, just the single sentence.

Example 1:
Numeric map: [[1,0,0],[0,-1,0],[0,0,2]]
At (0,0) action RIGHT
Thought: I slide onto [(0, 1), Ice] staying safe and inching closer to the target, so success is a bit likelier while hole-failure remains
unchanged.
Example 2:
Numeric map: [[1,0,-1],[0,-1,0],[0,0,2]]
At (1,0) action RIGHT
Thought: Moving to [(1, 1), Hole] ends the game instantly in a hole, making “fail in hole” certain and wiping out other outcomes.

Example Input:
Task: FrozenLake. Given the initial state and action sequence, visualize the final state of the frozen lake map and determine whether the
agent can safely reach the gift.
Full Action Sequence: Go Left, Go Down.
The reasoning process must be enclosed within <think>...</think> tags. The final answer must be put in \boxed{}.

Example Output:
<think> Moving to [(1, 3), Hole] ends the game instantly... </think>

The answer is A .

provided in Tab. 6–9. To encourage diversity in model outputs, three distinct reasoning trajectories
are generated per helper image.

The generated thoughts and the associated helper image serve as the supervision for fine-tuning,
and the quality of these explanations sets an upper bound on our model’s performance. Our current
approach relies on straightforward prompts, which occasionally yield subpar reasoning trajectories.
Developing richer prompts or otherwise curating higher-quality trajectories remains an important
future work.

C.3 DATA CONFIGURATION

For the Mathematical Geometry subset of COMT, we randomly sample 200 examples for evaluation
and use the remaining 820 for both fine-tuning and reinforcement learning. For each other benchmark,
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Table 7: Data example of VSP Spatial Planning.

VSP Spatial Planning

Thoughts Generation System Prompt:
You are a concise maze navigator.
Input: (1) an image of a maze, (2) a second image, and (3) a proposed action sequence.
Task: Write 1–2 English sentences that logically justify why the given action sequence reaches the treasure.
– Pretend you derived the sequence yourself; never say it was supplied.
– Never mention or allude to the second image or any “highlighted route”.
– Do not output anything else.

Example Input:
As a professional maze solver, your task is to analyze a grid-based map and devise an action plan that enables a player to reach the goal
from the starting point without falling into any holes, using the fewest possible moves.
## Game Setup
– The game presents a fully observable grid-based map.
– The player starts at a specified grid square, with the goal located elsewhere on the map.
– Each grid square is either safe or contains a hole.
– Your goal is to guide the player to the goal while avoiding holes.
– For example, your final answer should be like “L,L,R,U,D”, which means an action plan of left, left, right, up, and down.
## Moving Rules
– The action plan involves a series of moves: ‘L‘ (left), ‘R‘ (right), ‘U‘ (up), or ‘D‘ (down).
– Each move transfers the player to the adjacent square in that direction, provided it is a safe square. The player cannot move more than
one square at a time.
– Moving off the edge of the map has no effect. The player will remain at the same square.
– Do not move into a hole! Falling into a hole results in defeat.
– Locating at the grid containing the goal results in victory.
Here is the map: <image>
Please provide your action plan.
The reasoning process must be enclosed within <think>...</think> tags. The final answer must be put in \boxed{}.

Example Output:
<think> Moving RIGHT is the best choice because it allows me to avoid the hole directly below me and keeps me on a path moving
closer to the goal ‘G‘. Moving up would lead me to a frozen square but doesn’t advance me towards the goal, while moving down would
immediately result in falling into a hole. Therefore, moving RIGHT is the safest and most efficient option at this moment. Next, moving
DOWN is a strategic choice because it avoids the immediate danger of the hole to the right and moves the agent closer to the goal without
immediate threats. Next, moving DOWN avoids nearby hazards while keeping progress toward ‘G‘. Next, moving DOWN continues

progressing safely toward the goal. <image> </think> The answer is RIGHT, DOWN, DOWN, DOWN .

Table 8: Data example of BLINK Jigsaw.

BLINK Jigsaw

Thoughts Generation System Prompt:
You are a concise visual inspector. When shown: (1) a jigsaw with a missing section, (2) two candidate pieces, and (3) the fully assembled
image using the correct piece, you must give a brief justification of why the chosen piece fits. Write 1–2 English sentences, focusing on
visual cues such as edge continuity, color/lighting consistency, perspective, and semantics.
Example Input:
Given the first image with the lower right corner missing, can you tell which one of the second image or the third image is the missing
part? Imagine which image would be more appropriate to place in the missing spot. You can also carefully observe and compare the
edges of the images.
Select from the following choices:
(A) the second image
(B) the third image
<image><image><image>

The reasoning process must be enclosed within <think>...</think> tags. The final answer must be put in \boxed{}.

Example Output:
<think> Option (B) shows a person in the foreground with a light source, which disrupts the continuity of the crowd and lighting in
the main image. </think> <image> <think> The lighting and shadows in the main image suggest a more uniform and darker

environment, which is not consistent with the brighter, focused light in the wrong piece. </think> A .

we fine-tune on 1,000 samples and use another 2,000 non-overlapping samples for reinforcement
learning. Blink-Jigsaw and SAT samples are drawn at random from their official training splits.
VSP provides no training set, so we follow its data generation recipe and synthesize our own data.
We ensure that each map contains a valid path, no more than 20% trap blocks, and grid sizes 3–6
are produced in a 1:2:3:4 ratio (100, 200, 300, and 400 examples, respectively, for fine-tuning).
Additionally, for each sample in VSP, we generate three distinct reasoning trajectories to encourage
diversity. Full dataset statistics are provided in Tab. 10.
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Table 9: Data example of SAT.

SAT

Thoughts Generation System Prompt:
You are a concise spatial-reasoning expert. Input items may include one or more scene images, a question, an additional helper image,
the available answer choices, and a special field called TargetAnswer.
– Use any information you need internally, but never mention or allude to the additional image or the TargetAnswer.
– Write one short English sentence that logically deduces the answer.
– Embed the additional image exactly once using the literal token <image>.

Example Input:
You will be given one or two images and a spatial reasoning question. Your goal is to answer the spatial question correctly from the
provided choices. Now, according to the following image(s), answer the question from the provided choices.
Question: If I turn right by 33 degrees, will I be facing away from dark frame red plaid blanket red (near the mark 2 in the image)?
Answer choices: yes; no.
<image>

The reasoning process must be enclosed within <think>...</think> tags. The final answer must be put in \boxed{}.

Example Output:
<image> <think> Turning right by 33 degrees will not make you face away from the bed. </think> The answer is no .

Table 10: Dataset statistics.

Task #SFT #RL #Test

VSP Spatial Reasoning 3,000 2,000 400
VSP Spatial Planning 3,000 2,000 400
Blink Jigsaw 1,000 2,000 150
SAT 1,000 2,000 500
COMT 820 820 200

D IMPLEMENTATION DETAILS

D.1 IMPLEMENTATION DETAILS

Table 11: Implementation details of supervised fine-tuning.

Config Value Config Value

Optimizer Adam Batch size 8
Momentum β1 0.9 Gradient accumulation steps 2
Momentum β2 0.95 Warmup steps 10
Weight decay 0.01 Training epochs 10
Learning rate 1e-5 Loss weight γ 10

Fine-tuning. We adopt Qwen2.5-VL-7B-Instruct Bai et al. (2025) as our base VLM. The
detailed training configurations are provided in Table 11. We perform supervised fine-tuning using a
batch size of 8 and a cosine learning rate scheduler with an initial learning rate of 1e-5 for both stages.
During fine-tuning, all components of the model are trainable except for the vision encoder. The
training objective combines a cross-entropy loss for next-token prediction with a cosine similarity loss
for aligning latent visual tokens, as described in Sec. 4.1. The loss weight γ for the visual alignment
loss is set to the default value of 0.1. Both the training stage 1 and the training stage 2 employ the
same configurations.

Reinforcement Learning. We adopt VERL Sheng et al. (2024) as the RL framework, and provide
the detailed training settings in Tab. 12. Specifically, we utilize Group Relative Policy Optimization
(GRPO) Shao et al. (2024b) for reinforcement learning. The reward function consists of a format
reward and a correctness reward, weighted by σf and σc, respectively. For accuracy reward, we
set racc(o,x) = 1 if the final answer is correct, and 0 otherwise. For the format reward, we check
whether the thinking process is enclosed between “<think>” and “</think>” tags and whether
the final answer format is formatted as “\boxed{}” in the output response o. If the format is correct,
the reward is 0.1; otherwise, it is 0. KL regularization is applied with a coefficient of λkl, while
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Table 12: Implementation details of reinforcement learning.

Config Value Config Value

Prompt length limit 1024 Response length limit 1024
Learning rate 1e-6 Batch size 32
Gradient accumulation 4 Rollout number 5
Training epochs 15 Mini-batch size 8
σf 0.1 σc 0.9
λkl 0.01 λen 0.0

entropy regularization is disabled in the policy loss by setting λen = 0. For our Mirage, the KL
divergence on latent visual tokens is omitted during RL training.

D.2 BASELINES

Anole We finetune the Anole-7B model using official released code (https://github.
com/GAIR-NLP/anole). Results are reported with best hyper-parameters (learning rate, epochs,
e.t.c.) searched in 10 runs.

MVoT We reproduce the results following original paper Li et al. (2025a) and released
code (https://github.com/chengzu-li/MVoT). For fairness, we finetune base model
(Anole-7B) using same data as in our framework following their recipe with hyper-parameters
stated in MVoT paper and used in the repo.

Aurora We follow the official repo (https://github.com/mahtabbigverdi/
Aurora-perception) for fine-tuning Aurora models. The visual tokens are obtained
from a VQGAN model trained on ImageNet with 1024 codebook dim and downsample ratio 16. To
ensure fair comparison, we change the VLM backbone from LLaVA-1.5-13B to Qwen2.5-VL
7B.

R1-VL We follow the official implementation released at https://github.com/
jingyi0000/R1-VL. While the original work uses Qwen2-VL 7B, we reproduce results with
Qwen2.5-VL 7B to ensure a fair comparison.

MINT-CoT Similar to R1-VL, MINT-CoT originally uses Qwen2-VL 7B model as the
base model. We follow the official implementation released at https://github.com/
xinyan-cxy/MINT-CoT#, and reproduce results with Qwen2.5-VL 7B, training on the pro-
vided math corpus, to ensure a fair comparison.

Table 13: Results with Qwen2.5-VL 7B on Jigsaw and SAT tasks.

Method Jigsaw SAT Synthetic SAT Real
GoalAim ObjM Avg.

Zero-Shot 0.58 0.50 0.63 0.57 0.49
Direct SFT 0.87 0.95 0.95 0.95 0.67
CoT SFT 0.83 0.97 0.90 0.94 0.66
GRPO 0.85 0.85 0.80 0.83 0.71
SFT + GRPO 0.86 0.93 0.85 0.89 0.65

Ours 0.88 0.98 0.98 0.98 0.72

ViGoRL We use the official implementation at https://github.com/Gabesarch/
grounded-rl. The original work adopts Qwen2.5-VL 7B. For reproduction, we directly use
their checkpoint ViGoRL-7B-Spatial released at https://huggingface.co/gsarch/
ViGoRL-7b-Spatial, which is specifically trained on spatial data and serves as the base model
for our tasks.
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Table 14: Detailed Results of ViGoRL on Jigsaw and SAT tasks.

Method Jigsaw SAT Synthetic SAT Real
GoalAim ObjM Avg.

ViGoRL-7b-spatial
Zero-shot 0.61 0.85 0.62 0.74 0.57
Direct SFT 0.65 0.80 0.81 0.81 0.65
CoT SFT 0.67 0.81 0.74 0.78 0.64

ViGoRL-3b-spatial
Zero-shot 0.56 0.75 0.55 0.65 0.49
Direct SFT 0.54 0.74 0.63 0.69 0.57
CoT SFT 0.57 0.73 0.58 0.66 0.59

MindJourney We follow their official implementation at https://github.com/
UMass-Embodied-AGI/MindJourney, with InternVL3-14B Zhu et al. (2025a) as
the base model, larger than our original base model.

E EXPERIMENTS

E.1 DETAILED EXPERIMENTAL RESULTS

In this section, we provide supplementary detailed experimental results. In Tab. 13, we report results
of Qwen2.5-VL 7B models on Jigsaw and SAT tasks. The outcomes are consistent with our
findings on VSP tasks and 3B models, confirming the effectiveness of our framework. Across both
benchmarks, Mirage achieves stronger performance compared with all baselines, yielding consistent
performance improvement.

In the main paper, we report the best performance across both zero-shot and fine-tuning settings for
each baseline. Here we provide the detailed baseline results. As shown in Tab. 14 and Tab. 15, our
model universally outperforms prior baselines across Jigsaw, SAT, and CoMT tasks. Notably, these
baselines have already been trained on large-scale, same-domain data for spatial reasoning or math,
which explains their relatively strong zero-shot performance. Nevertheless, our method consistently
achieves superior results, confirming its effectiveness.

Table 15: Detailed Results of R1-VL and MINT-CoT on COMT

Method CoMT

Zero-Shot CoT SFT

R1-VL 7B 0.69 0.67
Mint-CoT-7B 0.71 0.72

Table 16: Results on VSP spatial reasoning with multiple helper images on Qwen2.5-VL 3B
model.

3 4 5 6 Avg.

Single Image 0.64 0.70 0.71 0.68 0.68
Multiple Images 0.75 0.78 0.75 0.73 0.75

E.2 OTHER ABLATION STUDY

Our framework is designed to support reasoning trajectories that interleave multiple images, though
we synthesized trajectories with only one helper image per task due to the lack of high-quality
interleaved datasets. To explore the impact of richer visual support, we extended experiments on
the VSP spatial reasoning data with two helper images and observed a 7% average improvement
on Qwen2.5-VL 3B models, suggesting that additional step-wise guidance benefits. Results
are provided in Tab. 16. Interestingly, even when trained with a single helper image, the model
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can naturally generate multiple latent steps at test time when tasks demand structured, multi-step
reasoning, highlighting the framework’s flexibility.

Table 17: Comparison results on VSP spatial planning tasks with Qwen2.5-VL 7B models.

3 4 5 6 Avg.

Random Pooling Stage 1 0.29 0.18 0.12 0.07 0.16

Stage 2 0.70 0.57 0.49 0.34 0.52

Average Pooling Stage 1 0.38 0.19 0.16 0.09 0.21
Stage 2 0.75 0.63 0.53 0.39 0.58

In our framework, the compression strategy is designed to condense multiple, and often semantically
sparse, image tokens into compact embeddings, thereby providing stronger supervision for the
first training stage. The choice of compression method directly affects the initialization for the
second stage and downstream performance. Currently, we selected average pooling because it is
simple, efficient, and widely adopted in feature extraction. To further investigate the impact of the
compression method choice, we conducted experiments using random pooling, reported in Tab. 17.
The results show that after the first training stage, average pooling outperforms random pooling by
approximately 5%, and this advantage persists after the second training stage. This suggests that
better supervision leads to better final performance, and that average pooling is a reasonable strategy.

E.3 EFFICIENCY ANALYSIS

Both training stages of Mirage are conducted on a single NVIDIA H100 GPU. Taking the VSP spatial
reasoning task as an example, Stage 1 completes in approximately 3.5 hours, while Stage 2 takes
around 7.2 hours. For reference, text-only CoT SFT on the same hardware requires about 5.5 hours.

Table 18: Inference time comparison

VSP reasoning VSP planning Avg.

Text Baseline 1.00 1.00 1.00
Ours 1.06 0.96 1.01

During inference, our framework forwards latent embeddings directly, bypassing the need for
decoding and thus saving computation in some cases. The only additional overhead comes from
latent mode checking and potentially longer reasoning sequences. We compared the inference speed
with text-only baselines using 7B models on both VSP tasks. As shown in Tab. 18, our framework
achieves nearly identical GPU time usage on average, only 1% slower, and even slightly faster on the
vsp spatial planning task. These results demonstrate that our framework incurs no extra inference
cost, staying efficient and effective.
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