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A Data Source

The MIRAGE benchmark is constructed from a large-scale archive of real-world agricultural consulta-
tions obtained from Ask Extension [22], a U.S. national digital platform maintained by the Extension
Foundation. Ask Extension is part of the broader Cooperative Extension System, a federally supported
network of land-grant universities that delivers science-based, community-oriented education and
services across the United States. The platform connects members of the public, such as farmers,
gardeners, or homeowners, with university-affiliated experts who provide timely, research-backed
responses to their questions.

Inquiries submitted through the Ask Extension portal are answered by a diverse pool of domain
specialists, including university faculty, Extension educators, and trained volunteers such as Master
Gardeners. These responses reflect both academic rigor and region-specific expertise, leveraging
a unique model of public scholarship that blends localized agricultural knowledge with the latest
findings from land-grant institutions. This institutional provenance ensures that the answers used in
our dataset are highly reliable, authored by qualified experts, and grounded in scientifically validated
practices.

We collected approximately 285,393 interactions (218,431 for single-turn; 66,962 for multi-turn) from
the Ask Extension platform, spanning from December 2012 to April 2025. Each entry captures a real
question from a user, along with the corresponding expert response, and may include user-uploaded
images, time of submission, and geographic metadata.

Images per User Question URLs per Expert Answer Distribution of URL Content Length

2 URLs 8-

1 Image
3 Images

30%
35.5% 39% \

o

Frequency

70%

IS

25.5%
1URL

2 Images
02060 30‘00 40b0 50‘00 60‘00 70b0 50‘00 90‘00 10600
Total URL Content Length
Figure 3: Filtered AskExtension data—(left) number of images per user question, (center) number of
URLSs per expert answer, and (right) distribution of total URL content length.

As seen in Figure 3, Our filtered AskExtension dialogues are strongly multimodal and reference-rich.
Users typically include one to three images in their questions, about 35% of turns have a single
image, 26% include two, and 39% include three. Experts in turn ground their advice in external
sources: roughly 70% of answers cite a single URL, while the remaining 30% provide two. The total
amount of content fetched from those links spans from about 2 000 up to 10 000 tokens per response,
indicating that experts draw on substantial external context to support their guidance.

B Related Works

Multimodal Large Language Models: Recent advances in multimodal large language models
(LLMs) have markedly expanded vision—language reasoning capabilities. Proprietary models such
as GPT-4 [8], Claude 3 Sonnet [10], and Google’s Gemini [51] demonstrate strong capabilities
in unifying visual and textual modalities, achieving notable success across diverse multimodal
benchmarks. Concurrently, open-source models—including Qwen-VL 2.5 [14], Gemma 3 [52], and
InternVL-3 [68]—have narrowed the performance gap while remaining publicly accessible. Although
these models excel on general-domain benchmarks, they underperform in agriculture: they lack
fine-grained visual expertise, agronomic terminology, and the ability to reason about rare biological
entities and management practices. MIRAGE is designed to expose these weaknesses by providing
domain-specific, multimodal tasks that require expert-level diagnosis and advice.
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Multi-Modal Single-Turn (MMST) d Subset | C Subset

user:

i year my hycrangea has reas it arge blssoms ich apper ik i the oo attached,a n past years
interspersed with small blossoms, which appear white in the photo, which is new this year. I pruned the bush last year
alter boaming, QU extensvly, Could het b & pOBlem? (asked. at 2024-09-10 17:56:07, Ramsey County,

l]us(  Saw these inscts on my neghbor' plans a L was walkig by, Can you ety these? (asked at 2024-08-10
58:07, Ann Arundel County, Maryland)

Expert:

Hi, what a good neighbor you are! The beeties on your neighbors’ milkweed are milkweed bugs, a common visitor to

milkweed plants. The orange and black one in the middie is an adult, while the smaller, all-orange, ones are nymphs.

| They don't bite or sting, nor do they cause much damage to the mikweed plant itself. They are just another part of our
garden ecosystem.

Expert:

From viewing your photo, the hydrangea looks healthy. When you prune your hydranges, if you prune out the weaker
stems, and leave the strong stems, you get consistent bigger blooms. From viewing your photo, the hydrangea looks
healthy. When you prune the shrub again, I would suggest that you prune back to the strong stems and prune out the
weaker stems. This will provide you with larger more consistent bloorms.

Closed Ended | | Lacks clarity about what the user considers "problematic” and requires expert judgment about normal Semi-Open Lacks clarity about what the user considers "problematic” and requires expert judgment about normal
versus abnormal bloom patterns without complete information about the plant variety and care history. Ended Versus abnormal bloom patterns without complete Information about the plant variety and care history.

User:
We recently got some landscaping done at our house and now notice we have North American Oil Beetles in our yard. We
have noticed three clumps of them and several scattered in the grass. Our internet research says they can cause painful
blsters and  ear e have 9 many toremove by hand. Wit s and an be done to remove them?

- 201 0 03:54:21, Montgomery County, Maryland)

user;

T just planted a PIM rhododendron in the fall. It ooks nice and healthy except I didn't get any flowers this spring.
Looking closer, I don' see any buds. I amended the soil with compost before planting, and this spring 1 added a granular
acid ertilzer, Any thoughts? (asked at 2020-05-31 19:50:07, Hennepin County, Minnesota)

¥ may hothave had a chance to develo the flower buds las summer/fall or s buds were rozen duringthe wintr f
they were exposed to extreme cold. Another possibity s that a freeze after several days of warming in early spring
could have affected the buds. If they started to swell and were then hit with a freeze, they would not bloom. The buds
may dry up and fall of if frozen, which would explain why you don't see buds now. Hopefuly, you'll get some beautiful
flowers next spring.

Expert:
Thesa e ok ey a praem n e, Shce these re omaginguo bee Wpu\ahnns it would be good to eradicate
them o at east bring dowr o . You canr your lawn in Montgomery

iy, We recommend tht you no Gy t hand: ek them fom e v b sinply ek on hem and cush them s
much as possible. Leave the bodies to decompose.

Lacation & Indicates they used information ab weather patterns, ‘the freeze e ‘The expert response specifically mentions 'Montgomery County' as a location where pesticide regulations
Time Relsted | | atersovar days of warming in early spring. ated ooy,

‘ Multi-Modal Multi-Turn (MMMT) Benchmark

User:
| Thave a Toka plum in my backyard. It has never produce plums, and I have heard that it is definitely a pollination

| problem. A fruit expert once recommended that I get a black ice plum, but right now I am finding that there are very.

1 few plum varieties available. I have also read that the Toca plum needs an Asian plum variety or Prunus americana. I

| can'tfind an Asian variety for sale, and I don't want to plant Prunus American in my backyard. I am wondering If I plant
et el eyl Do\lma(e exch other?

|
A B e s st oy b Wt s g w7 !
|
)

Expert:
To our knowledge we haven't seen this with Amsonia species before. It sill appears to have good top growth though so |

it could be from the heat beter in dry. sun), or perhaps the muich, County, Minnesota) [Turn 41

I

I

| i oo deepor st rch? Tyt pull back the michond ose the oo rown e more.From personl experience

1 € soems e the Bl e osed 1ot rown nnersand s HzomaR s |
2\ | opposed to the taproot fiburous root system Yoy specis. Maybe s uried by a It oo muchor garted a |

I

I

i

Expert;

oy X e S B

It too deeply. s it a newer planting? Have you noticed this before? Since its the e  season we would suggest |

£0 0t e 1t 0. It docsn' appear tobe 3 csease.of insec s 5010 et cutback o dean p the folage now. The !

green leaves wil still take in energy to send to the root storage. (Turn 12 User:
I T e bl and o prckca o o Ml ey o b s i s s pls sz e thayd

dro e

(=  antedpant wereplantd atfal. They were looking fine unt recenty. Tl ry scraping some o the mukch :
away. (Tuzn 43

Experts
It sounds like your Toka plum tree is experiencing fruit drop, which can be caused by several factors. Since the tree
blooms and sets fruit, polination might not b the issue. Instead, consider the following possiiities: Nutrient

Expert; Deficiency: Ensure the tree is getting adequate nutrients. A soil test can if there are any

Can you describe or identify what is growing on the ground around the plants? Also, have you noticed the black spots on that need to be addressed. Watering: Inconsistent watering can lead to fruit drop. Make sure the tree Is receiving
the leaves of both the Amsonia and the butterfly weed, or just one of them? Additionally, could you provide details on consistent moisture, especially during dry spells. Pest or Disease: Check for signs of pests or diseases that might be
Your watering and fertilzation practices? (predicted Turn #4: fespond affecting the frutt. @n also cause frit drop.

Addressing thse focors might help your e retinand matre s rut. I the prolem persists, consuing w\th s local
‘extension sevice or a professional arborist might provide more specific guidance.

Clarify ‘The expert decides to ask clarifying questions to gather more information before providing a complete diagnosis. Respond ‘The expert decides to respond to the user at Tumn #4 based on the Image and Dialogue Context.

Figure 4: Overview of the tasks in MIRAGE dataset. Dialogues can be single-turn or multi-turn.
MMST tasks feature teo subsets: Standard and Contextual

Multimodal Agricultural Benchmarks: Agricultural benchmarks [17, 23, 28] have progressed
from controlled, image-only datasets to more realistic vision—language corpora. Early resources such
as PlantVillage [33] and PlantDoc [48] emphasise leaf-level disease classification under laboratory
and in-field conditions, respectively. The AgMMU [27] benchmark augments field images with
farmer—expert dialogues, yet its evaluation is dominated by short, synthetic multiple-choice questions
that limit open-ended reasoning. The recent Crop Disease Domain Multimodal (CDDM) [39] corpus
contributes 137k crop—disease images paired with 1 M single-turn QA pairs, but it focuses narrowly on
disease identification and management. In contrast, MIRAGE is derived from large-scale, real-world
consultations covering more than 7000 biological entities; it offers both single-turn and multi-turn
tasks, explicitly models clarify-or-respond decisions, and scores long-form answers along multiple
dimensions of reasoning quality, thereby providing a far more ecologically valid and challenging test
bed.

Long-Form Question Answering Evaluation: Lexical-overlap metrics such as ROUGE [36], BLEU
[43], and BERTScore [67] are ill-suited to evaluating open-ended, knowledge-intensive answers,
as they correlate poorly with human judgements. Recent work therefore adopts LLM-as-Judge
paradigms, exemplified by AlpacaEval [20], MT-Bench [13], and G-Eval [40], in which powerful
LLMs are prompted to assess responses along axes such as factuality, coherence, and completeness.
While these methods better align with human preferences, single-model evaluations remain vulner-
able to bias and opacity. MIRAGE employs an interpretable ensemble of reasoning-focused LLM
judges DeepSeek-R1-Distilled [31], Qwen 3-32B [5], and Phi-4-Reasoning [6] and by conducting
three independent generation—evaluation passes per sample. This multi-model, multi-run protocol
enhances robustness, enables variance analysis, and provides publicly inspectable rationales, yielding
transparent and reproducible long-form QA evaluation.
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C MIRAGE-MMST

C.1 Benchmark Details

We summarize the key statistics of MIRAGE-MMST dataset in Table 4, which forms the single-turn
evaluation component of the MIRAGE benchmark. The dataset is partitioned into three subsets:
Standard, Contextual, and Standard Training Data, each designed to support different evaluation and
training objectives.

Table 4: Statistics for MIRAGE-MMST

Overall Statistics Standard Contextual Standard Training Data
Total Samples 8184 3934 17532
Total Images 15069 8069 33120

Per-Sample Statistics

Avg. Question Words 69.57 80.94 67.53
Avg. Answer Words 163.13 22297 171.18
Avg. Number of Images 1.84 2.05 1.89
Category Statistics
Total IDENTIFICATION TASKS 4324 - 7398
Plant Identification 2600 - 3919
Insect and Pest Identification 1146 - 2131
Plant Disease Identification 578 - 1348
Total MANAGEMENT TASKS 3860 3934 8957
Plant Care and Gardening Guidance 1609 1797 3707
Insect and Pest Management 725 641 1689
Plant Disease Management 1047 1184 2445
Weeds / Invasive Plants Management 479 312 1116
Others - - 1177
Entity Statistics
Plant Entities 4485 999 1725
Insect / Pest Entities 1732 306 840
Plant Disease Entities 639 200 320

Overall Composition: The dataset comprises a total of 29,650 high-quality user-expert interactions
and over 56,000 user-submitted images. The Standard Benchmark subset contains 8,184 samples,
while the Contextual Benchmark includes 3,934 samples that explicitly rely on implicit context (e.g.,
location-related, timing-related) not explicitly derivable from image or user query and metadata. An
additional 17,532 samples are used for training and pre-tuning models.

Per-Sample Characteristics: Each sample includes both user and expert turns along with image
inputs. On average, standard samples contain 69.6 words in user questions, 163.1 words in expert
answers, and 1.84 images per sample. Contextual samples tend to be longer and more detailed, with
80.9 words per question, 222.9 words per answer, and a slightly higher image count (2.05 images per
sample), reflecting the increased reasoning burden in these settings.

Task Category Distribution: MIRAGE-MMST covers a broad spectrum of expert tasks, which are
grouped into two high-level categories: A.) Identification Tasks (7398) including, Plant Identification
(3,919), Insect and Pest Identification (2,131), Plant Disease Identification (1,348) & B.) Management
Tasks (8957) spanning, Plant Care and Gardening Guidance (3,707), Insect and Pest Management
(1,689), Plant Disease Management (2,445), Weed and Invasive Plant Management (1,116)

Entity Coverage: The dataset includes over 7,000 unique biological entities, with fine-grained
coverage across: 4,485 plant species, 1,732 insect/pest categories and 639 plant disease types.
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C.2 Data Curation Details

Our benchmark utilizes real-world dialogue data sourced from online platforms, necessitating a
rigorous multi-step curation process to ensure the dataset’s high quality and relevance. The curation
process comprises four main steps (See Figure 5):

Manual Check Data Filter Data Classification Subset 1: Identification
=) - Plant Identification
OUNDATION e Voxd [m] - Insect and Pest Identification
Ask Extention — }} </ E— Dﬁj - Plant Disease Identification
Single Turn QA
218K « Cycle between manual checks and filtering. « Classify the datasetinto  Subset 2: Management
« Remove Unsatisfactory Expert Answers subsets relevant to - Plant Disease Management
« Remove Expert Answers contains broken links agricultural research - Insect and Pest Management
- Weeds/Invasive Plants Management
- Plant Care and Gardening Guidance
Entity Extraction Entity Type
Plant, Insect/Pest, Plant Disease
Identification Answer Integration of )
D ; B @3 + Extract entity name from expert answer.
y "
C] Q « Collect Entity Synonymy from websits.
U «— @ . @ =) €| Contextual Labeling Contextual-Aware
Q - + - Location-Related
Standard Training Data: 17532 - Time-Related
- Standard Benchmark: 8184 + Reconstruct expert answers  » Extract content from the URLS 0 + Detect whether the expert explict
- Contextual Benchmark: 3934 to add visual descriptions cited by experts. \/ use of time- or location-specific
and reasoning chains. « Integrate the supplementary D CEs,
content into expert answers.

Figure 5: An Illustration of Data Curation Process for MIRAGE-MMST

Step 1: Data Cleaning

The initial step involved removing unsatisfactory or incomplete data points. We first sampled the
data and conducted manual checking, identifying four primary issues. Specifically, we excluded
dialogues where the expert: (1) recommended contacting another individual or organization; (2)
requested additional information from the user without providing a complete standalone response, as
the benchmark focuses exclusively on single-turn dialogues; (3) expressed uncertainty regarding their
response; or (4) explicitly indicated an inability to assist. Subsequently, we employed GPT-40-mini
to automate the filtering of these identified issues. Manual verification and automated filtering were
iteratively performed to refine and optimize the filtering prompts. Final results of this process are
described in Section C.3. Additionally, expert responses containing inaccessible or broken URLs
were removed to ensure the dataset’s integrity and usability.

Let the initial dataset of raw expert-user dialogues be denoted as:

Dy = {(qmaiami)}z]‘vzl

where ¢; is the user query, a; is the expert response, m,; is associated metadata (e.g., images,
timestamp, location), and NN is the number of raw entries.

Filtering Unvalid Samples We define a filtering function fyuiq : Do — {0, 1}, which retains a
dialogue only if the response:

* is complete (not asking for follow-up or deferring);

* does not express uncertainty or redirect the user;

¢ is not a broken or inaccessible URL;

The cleaned dataset is:
D1 = {(¢s, ai,m;) € Do | fuatia(gi, ai,m;) = 1}

Step 2: Data Categorization

Data Classification: We categorized the dataset into subsets relevant to agricultural language model
research, resulting in seven primary categories grouped into two subsets: Subset 1: Identification
(Plant Identification, Insect and Pest Identification, Plant Disease Identification) and Subset 2:
Management (Plant Disease Management, Insect and Pest Management, Plant Care and Gardening
Guidance, Weeds/Invasive Plants Management). Dialogues not fitting these categories were labeled
as "Others." We used GPT-4.1 to classify the dataset.
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Let C' : Dy — C be a classifier mapping each sample to one of K = 7 predefined agronomic
categories. Define:

cat; = C(qi, a;, m;)

Entity Extraction: We extracted relevant entities based on the assigned category: plant names for
Plant Identification, Plant Care and Gardening Guidance, and Weeds/Invasive Plants Management;
insect or pest names for Insect and Pest Identification and Management; and disease names for Plant
Disease Identification and Management. We used GPT-4.1-mini to extract the entities. These entities
are then enriched with their synonyms (See Section C.4).

Let Epjant, Epest Edisease b€ entity extractors for respective domains. Then:

Epianc(gi, a;),  if cat; € {Plant ID, Plant MG, Care/Weeds MG}
ei = Fpest(qi, i), if cat; € {Pest ID, Pest MG}
Eisease(¢i, ai), if cat; € {Disease ID, Disease MG}

Contextual-Aware Labeling: Contextual-aware labeling involved analyzing expert answers that
leveraged implicit context such as user location and timing. These instances included cases where
experts cited location-specific regulations or practices, provided location-dependent advice, referenced
current weather conditions specific to the user’s location and timing (e.g., recent drought, frost
conditions), or offered time-specific recommendations. These were labeled as "location_related" or
"time_related" data. We used GPT-40 and GPT-40-mini to label the data. This step also involved
manual checking. Final results of this process are described in Section C.3.

Let ¢eix : D1 — {0, 1} indicate whether a sample includes contextual elements (e.g., location-specific
recommendations):

1 if contextual reasoning is present
0 otherwise

¢crx(q1‘,ai,mi) = {

Split the dataset as:
Dstandard = {(Qi, a;, m;, cat;, ei) ‘ ¢ctx = 0}7 Deontextual = {(Qi, a;, m;, cat;, ei) | (bctx = ]-}

Step 3: Data Reformatting

Content Removal and Question Enhancement: We reformatted the remaining data to enhance
clarity and appropriateness for language model benchmarks. Specifically, we removed personal
identification information, references specific to the "Ask Extension" service, and content unsuitable
for interactions with language models (e.g., mentions of voicemails). Additionally, relevant details
from dialogue titles were merged into questions when they provided additional context. We used
GPT-4.1-mini model to reformat the data.

Integration of Supplementary Content: Approximately half of the expert responses contained URLSs
referencing supplementary information. To enrich these responses, we crawled and extracted the
content from these URLs. Subsequently, we used the GPT-4.1 model to integrate this supplementary
content with the original expert answers, producing more detailed and comprehensive responses.

Identification Answer Reconstruction with Visual Enhancement: Initial identification (ID) dataset
expert responses included reasoning processes and conclusions but lacked consistent formatting,
comprehensive visual descriptions, and complete reasoning chains. We utilized the GPT-4.1-mini
model, capitalizing on its multimodal and information integration capabilities, to reconstruct and
enhance these responses. This involved adding detailed descriptions of key visual characteristics
(such as distinguishing features of plants and insects, or observable symptoms of plant diseases)
and constructing clear, coherent reasoning chains. The standardized answers were formatted into a
concise single-paragraph structure, clearly presenting both the reasoning process and the final result,
thereby facilitating efficient benchmark evaluation.

Let Dip € Dyandard U Deontextual With cat; € {Plant ID, Pest ID, Disease ID}. We define an enhanced
answer:

a; = llm(a;, m;)
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The reconstructed dataset is:
Dip-enhanced = {(4i, a5, m;,cat;, e;) € Dip}

Step 4: Data Splitting
We first divided the dataset into standard and contextual subsets based on contextual-aware labeling.

Standard Data: The standard data subset was partitioned into benchmark (30%) and training (70%)
datasets. The splitting aimed to maximize diversity by ensuring at least one sample per entity in the
benchmark, which led to some entities appearing exclusively in the benchmark due to limited samples.
Additionally, we preserved the original distribution across all seven categories and maintained the
proportion of URL-based responses within each category. Ultimately, we obtained a Standard
Benchmark dataset of 8,184 dialogues and a training dataset of 17,532 dialogues.

Contextual Data: Context-sensitive questions were augmented with explicit user location and timing
details. Due to their complexity, these were entirely allocated to the Contextual Benchmark, totaling
3,934 dialogues.

We define a stratified sampling function S : Dgandgara — {0, 1} for selecting 30% of data for
benchmarking:
Dstandard _ { T e Dstandard | S( x) =1 }’ Dslandard _ Dstandard \ Dstandard

benchmark train benchmark

C.3 Manual Check and Model Selection for Data Sanitation

As part of our data curation pipeline, we conducted a targeted analysis of user-expert conversations to
identify specific characteristics that affect data quality. This step was essential for filtering low-value
interactions and retaining samples that reflect sensitivity to latent contextual reasoning typical in
real-world agricultural consultations.

We focused on three key characteristics:

» Unsatisfactory: These include expert replies that fail to provide meaningful or actionable
guidance. Common patterns include vague disclaimers such as “I’m not sure how to help you
with this” or deferrals to third-party support (“You may want to contact your local extension
office”). These represent non-informative speech acts and were marked for exclusion from
the curated dataset to maintain high informational integrity.

* Location-related: Many expert responses assumed the user’s geographic context, such as
referencing local regulations, climate patterns, or soil characteristics, without this context
being explicitly provided by the user. While this introduces contextual elision, these
responses are not deficiencies; they reflect realistic, situated expertise. We retained these
samples, recognizing their value in evaluating models’ ability to interpret or recover latent
geographic/location-related context.

* Time-related: Similarly, several expert responses implicitly relied on temporal context,
such as seasonal crop cycles or pest development stages. These exhibited temporal under-
specification, where the meaning of the advice depends on when the consultation occurred
(e.g., “The pest is likely in its larval stage right now” during a spring consultation). These in-
teractions were preserved as they reflect authentic domain-specific reasoning under temporal
constraints.

To identify these characteristics at scale, we first manually annotated a stratified sample of 111
conversations. Each was labeled with one or more of the above characteristics. We then used few-
shot prompting to evaluate a set of large language models (LLMs) on their ability to classify these
characteristics. For each model, we provided a set of illustrative examples demonstrating how each
characteristic manifests in expert replies. We measured performance using standard classification
metrics: accuracy, precision, recall, and F1 score, broken down by characteristic type. (See Table 5)

Based on this evaluation, we selected gpt-4o0-min plus analysis for filtering unsatisfactory data and
labeling location-related data; gpt-4o plus analysis for labeling time-related data in our data curation
workflow.
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Table 5: Performance of various LLMs on conversational characteristic classification. "Model +
Analysis" denotes that the model first generates an analysis before classification; "Model" indicates
direct classification without intermediate analysis.

Characteristic = Count Model Accuracy Precision Recall F1 Score
gpt-4o-mini 0.8559 0.8302 0.8627 0.8462
gpt-40 0.8198 0.7925 0.8235 0.8171
. gpt-4o-mini + analysis 0.8559 0.7778 0.9608  0.9176
Unsatisfact 51
nsahistactory gpt-40 + analysis 0.8288 07963 0.8431 08333
gemini-2.0-flash 0.8739 0.8364 0.9020 0.8880
gemini-2.0-flash + analysis ~ 0.8829 0.8654 0.8824 0.8789
gpt-4o-mini 0.8288 0.5714 09600 0.8451
gpt-40 09189 0.8333 0.8000 0.8065
Location-related 25 gpt-4o-mini + a.nalysm 0.9279 0.8400 0.8400 0.8400
gpt-40 + analysis 0.9099 0.8571 0.7200 0.7438
gemini-2.0-flash 0.8378 0.5946 0.8800 0.8029
gemini-2.0-flash + analysis ~ 0.8829 0.6875 0.8800 0.8333
gpt-4o-mini 0.8559 0.5000 1.0000 0.8333
gpt-4o 0.9189 0.6522 0.9375 0.8621
. .. gpt-4o0-mini + analysis 0.8559 0.5000 09375 0.7979
Time-sensitive 16 .
gpt-4o0 + analysis 0.9640 0.8750 0.8750 0.8750
gemini-2.0-flash 0.6757 0.3077 1.0000 0.6897

gemini-2.0-flash + analysis ~ 0.846 8 0.4848 1.0000 0.8247

C.4 Biological Entity Synonymy Collection

To facilitate fair evaluation of biological entity identification in model outputs, we developed a
comprehensive name collection pipeline that aggregates all valid references, both scientific and ver-
nacular, for biological entities in our dataset. Rather than standardizing to a single canonical form, our
objective was to compile an exhaustive synonymy for each entity, enabling robust matching regardless
of the nomenclatural variant used. The system queries multiple authoritative taxonomic databases via
their APIs in a hierarchical approach, beginning with the Global Biodiversity Information Facility
(GBIF) [2] and extending to iNaturalist [54] Encyclopedia of Life (EOL) [ 1], Integrated Taxonomic
Information System (ITIS) [3], Wikipedia [58], and NCBI Taxonomy [4]. Queries are enhanced
with category-specific context (e.g., kingdom Plantae for botanical entries) to improve retrieval
accuracy. For each entity, we preserve all retrieved scientific names (including accepted names,
synonyms, and historical nomenclature) and vernacular names across languages, with metadata
indicating the source authority. This comprehensive approach prevents unfair penalization during
model evaluation when, for instance, a model correctly identifies an organism using its scientific
name (Phytolacca americana) while the reference answer uses a common name ("pokeweed"), or vice
versa. The resulting enriched dataset maintains the original hierarchical structure while appending all
valid nomenclatural alternatives, thereby supporting more equitable assessment of biological entity
recognition capabilities.

D MMST Evaluation Criteria

D.1 Reasoning LLM-as-Judge
D.1.1 Traditional LLM-as-Judge

Traditional metrics for evaluating long-form question answering have significant limitations. Research
by Xu et al. [60] reveals that established approaches like ROUGE and BERTScore frequently diverge
from human quality assessments, creating a fundamental evaluation challenge. A breakthrough
solution has emerged in the form of language model-based evaluation frameworks. Cortes et al.
[19] found that carefully designed prompting strategies with advanced models like GPT-4 can
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achieve remarkable alignment with human judgment, particularly when assessing the thoroughness
of responses. This paradigm shift suggests that Al systems themselves may offer the most effective
tools for evaluating complex natural language generation tasks.

LLMs have become widely adopted as evaluators in benchmarks like AlpacaEval [21], MT-Bench
[13], and Chatbot Arena [16], where models such as GPT-4 conduct pairwise preference assessments
based on helpfulness, factuality, and engagement. Frameworks like G-Eval [40] further enable
fine-grained scoring by prompting models to assess specific dimensions using structured rubrics.
These LLM-based evaluations have shown stronger alignment with human judgments than traditional
metrics, especially on long-form and knowledge-intensive tasks.

However, relying on a single model introduces concerns around opacity, bias, and instability, including
self-preference and sensitivity to output variance. To address this, we implement a multi-model,
multi-run evaluation protocols that improve interpretability, reduces bias, and yields more robust and
reproducible assessments.

D.1.2 Leveraging an Interpretable Ensemble of Reasoning LL.Ms

To address the limitations of single-model, single-pass evaluation pipelines, we propose an in-
terpretable and robust evaluation framework based on an ensemble of reasoning-capable LLMs:
Deepseek-R1-Distilled [31], Qwen-3-32B [5], and Phi-4-Reasoning [6]. These models were selected
not only for their demonstrated strength in multi-hop reasoning and long-form comprehension but
also for their open accessibility, ensuring that our evaluation protocol is fully transparent and repro-
ducible without dependence on proprietary APIs. Our evaluation protocol is also distinguished by its
multi-run robustness. For each benchmark sample, we perform three independent inference runs of
the candidate model to capture natural generation variability. Each of these outputs is then evaluated
independently by the full ensemble of three judge models. This results in nine total evaluations
per sample, allowing us to report aggregated metrics that reflect not only average performance but
also stability and consistency across generations and evaluators. We further analyze cross-model
agreement and judgment variance to ensure evaluation fidelity. This interpretable ensemble-based
and multi-run evaluation represents a significant step forward in the use of LLMs as evaluators. It
brings together the benefits of scale and automation while maintaining experimental rigor.

D.2 Reliability and Robustness of Multi-Judge Evaluation

To ensure the statistical robustness and reproducibility of our evaluation framework, we go beyond
model-averaged scores and perform formal inter- and intra-judge reliability assessments. These anal-
yses validate both the consistency across judges (inter-rater agreement) and stability within individual
judges across multiple runs (intra-rater reliability), providing a more rigorous characterization of
evaluation quality.

Inter-Judge Agreements: We assess agreement between our ensemble of LLM judges: Deepseek-
R1-Distilled, Qwen-3-32B, and Phi-4-Reasoning, using two complementary statistical measures:

* Fleiss’ Kappa: To measure categorical agreement across multiple judges, we binarize
evaluation outcomes (e.g., correct vs. incorrect) and compute Fleiss’ k [25], a widely used
metric for evaluating agreement on nominal data among fixed raters. This quantifies how
consistently the LLM judges classify outputs beyond what would be expected by chance.

» Kendall’s W (Coefficient of Concordance: For tasks involving ordinal scoring or ranking
of generations, we compute Kendall’s W [24], a non-parametric measure of rank correlation.
This accounts for judges using different scoring scales by focusing on relative orderings.
To accommodate tied ranks, we use the corrected-for-ties version of Kendall’s W. The
coefficient ranges from 0 (no agreement) to 1 (perfect agreement), enabling us to quantify
the degree of concordance in evaluative judgments.

The results of our inter-judge reliability analysis, shown in Figure 6, reveal consistently high agree-
ment among the three LLM judges across a diverse set of evaluated models. Fleiss’ « scores for the ID
task (binary classification) generally fall within the 0.75-0.88 range, indicating “good” to “excellent”
agreement by standard interpretation guidelines The bottom plot presents inter-judge agreement
measured by Kendall’s W across four evaluation dimensions: accuracy, completeness, parsimony,
and relevance, for 23 vision-language models. Overall, models exhibit moderate to strong agreement
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Figure 6: (Top): Inter-judge reliability of LLM-based evaluation using Fleiss’ « (binary classification
of ID correctness) across evaluated models on MMST-ID. Each bar represents the agreement among
the three ensemble judges—Deepseek-R1-Distilled, Qwen 3 32B, and Phi-4-Reasoning. (Bottom):
Kendall’s W across four evaluation dimensions in MMST-MD: accuracy, completeness, parsimony,
and relevance—for 23 vision-language models. Higher values indicate stronger rank correlation

among the three LLM judges.

(W =0.69-0.87), indicating consistent ranking behavior among the three LLM judges. Agreement is
highest for accuracy. In contrast, parsimony scores demonstrate lower concordance (W = 0.64-0.73),
indicating greater variability in how judges interpret brevity or conciseness. Qwen, Claude, and
Gemma families show relatively stable agreement across all four dimensions, highlighting their
reliability as evaluated agents. The relatively lower agreement for some models, such as LLaVA-
based variants and InternVL3-2B, particularly on reasoning metrics, highlights instances where judge
interpretations diverged, possibly due to varied output styles or ambiguous task completions.
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Intra-Judge Reliability: In addition to evaluating agreement across different models, we assess
intra-judge reliability by running each judge model three independent times on the same set of
samples. This allows us to measure the stability of each model’s judgments under natural generation
variability.

For this purpose, we compute the Intraclass Correlation Coefficient (ICC), which quantifies how
consistently a single model scores the same item across multiple runs. ICC is particularly suited
for this setting as it accounts for both within-subject and between-subject variability, providing a
continuous-scale assessment of intra-rater consistency. Following established interpretative guidelines
[18] we classify ICC values into bands (e.g., moderate, good, excellent) to report the strength of
reliability for each judge.

To assess the consistency of our LLM-based judges, we conducted a three-run intra-rater reliability
analysis using the Intraclass Correlation Coefficient (ICC2) shown in Figure 7, separately computed
for binary ID judgments and ordinal reasoning assessments. The results indicate that both DeepSeek-
R1 and Qwen3-32B exhibit strong intra-judge reliability. DeepSeek-R1 shows excellent agreement
on ID assessments across almost all models, with ICC2 values typically in the 0.85-0.90 range. We
also observe that LLaVA-based models tend to show more intra-model fluctuation, potentially due to

less structured or variable outputs.
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1.

However, many instruction-following LLMs/LVLMs often default to verbose outputs, including
GPT-4.1 generates a detailed and structured diagnostic explana-

toward simpler explanations,

, while more concise, still includes speculative possibilities (e.g.,
attributing the damage to non

water stress) and a broad checklist of actions. In contrast,

Figure 7: Intra-rater reliability (ICC2) of our interpretable ensemble judges over three independent
sive interpretation,

runs, shown for two judge models. (Top): DeepSeek-R1-Distill and Bottom: Qwen3-32B. Both

models exhibit consistently high reliability of judgement on MMST-ID
concise yet comprehensive, ensuring the user gets just enough information to act confidently. Studies

show that human evaluators, particularly non-experts, tend to prefer shorter, to-the-point responses,

even when some details are omitted [
tangential or overly cautious elaborations. As illustrated in Figure 8, when responding to a user’s

concern about bark defects on a tree,
QA metrics like exact match (EM) and F1, which are poorly suited to judge informativeness under

treatment. This behavior not only hinders user trust and satisfaction but also confounds traditional
parsimony constraints. [9].

simplicity aids understanding, memory, and decision-making. In agriculture, this principle is espe-
confusion, or even lead to misapplied interventions. As in medicine and law, where expert communi-
cation must balance completeness with clarity, parsimony is a cornerstone of effective agronomic
consultation. LLM/LVLM answers in such knowledge-intensive domains must therefore strive to be
tion covering wound physiology, tree tolerance, preventative care, and multi-step recommendations.

Diagnostic parsimony refers to the principled restraint in offering explanations, favoring the simplest
cially critical: farmers and gardeners often seek immediate,

account consistent with observed evidence while avoiding unnecessary speculation. [

that humans have a robust bias
or resource-constrained conditions. Overly elaborate responses can obscure key insights

D.3 Diagnostic Parsimony

Qwen 2 VL 72B
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they a problem? (Also looks like a sapsucker was in the 'hc
Human User

task s to provide evidence-based answers to the user's concern. Anal
and then respond.

These patches of missing bark are almost certainly sap-wells made by a sapsucker (a type of small
woodpecker) rather than a fungal canker or mechanical injury. Here’s what you need to know:

1. How sapsucker damage works

- Sap wells: Sapsuckers dril neat rows of holes through the bark and into the living cambium to drink the

Wound appearance: The lesions in your photo are elongated patches where the bird has gouged
through the outer bark, exactly where you'd expect a sapsucker to feed.

2. Why it's usually not fatal
- Compartmentalization: Healthy trees seal off (compartmentalize) small wounds by forming callus
tissue around them.

- Tolerance: Research shows that most broadleaf trees can tolerate up to ~25-30 % trunk-area sap-well
damage with only minor growth reduction.

3. When to worry
- Girdling risk: If successive rows encircle more than half the trunk’s circumference, sap flow can be
seriously interrupted (girdiing), which may eventually kil the tree above the wound.

ctors: Because your yard s sogay, the tree is already under some root/stress pressure—
repeated drilling could push it over the edge.

4 What you cando
1.Moni
L% et s s s i s e T
2.Protect the trunk
1. Wrap a 1" galvanized-mesh sleeve (hardware cloth) loosely around the trunk (spring-summer), or
2. Hang shiny tape or pinwheels on nearby branches to spook the bird.
3.Promote tree vigor
1. Improve drainage (.g. a shallow trench or raised bed) so roots aren't water-logged.
2. Mulch (2-3 in) out to the drip line and avoid damaging roots with lawn equipment.
3. Fertilize lightly in early spring if soil tests show nutrient deficiencies.
4.Let it heal naturally
Do not paint or seal the wounds—studies have repeatedly shown that wound dressings do not
speed healing and can trap moisture and pathogens.

Figure 8: An illustration of three different diagnostic responses to the same user request from MMST-

This tree has been very happy in our soggy back yard, but we have noticed four of these bark defects along the trunk. Are
)]

SYSTEM PROMPT: Assume you are an agronomy expert and providing consultation to common users. As an expert, your

lyze the image provided by user and their request

The bark defects on your tree could be caused by several factors, including physical injury, fungal infection,
or environmental stress. Here are a few possibilities:

1. Wound Healing or Mechanical Damage The lesions on the bark may be from past injuries, such as
branch pruning, animal damage, or impact. Trees naturally form callous tissue over wounds, but if the bark
peels away excessively, it may indicate an issue.

2. Fungal or Bacterial Infection If the bark s spiting or oozing sap, it might be due to pathogens like
cterial canker). Wet conditions in

g fungus)
your soggy vard may contribute to fungal infections. Qwen 2 VL 728

3. Sapsucker Damage The smaller holes likely indicate sapsucker activity. While sapsucker feeding
usually doesn't cause significant harm, repeated damage can stress the tree.

4. Water Stress or Poor Drainage If your yard remains overly soggy, root rot can weaken the tree,
making it more susceptible to infections.

What to Do?

1. Inspect the wood under the peeling bark — If its soft, discolored, or has a foul smell, it may be
rotting.

2. Check for signs of fungus — Fruiting bodies or dark streaks can |nd|cale infection.

3. Prune affected areas carefully — Remove any dead or infected wo

4. Improve drainage — If water retention is an issue, consider aeratmg the sol or creating a raised bed
around the tree.

5. Moniitor for progression — If the lesions enlarge or spread, consulting an arborist might be necessary.

o)

Ill

Human Expert

The trunk scars do not appear to be new and look well healed. We see no rot. We can't say what
caused the scars, perhaps old healed wounds from loss of a branch or bark cracking from winter
temperature swings. At any rate, they do not appear worrisome. Yes, it has been visited by
sapsuckers, briefly. Also not a problem. Trees tolerate hundreds, if not thousands, of their shallow holes.
It s not an ncator of cisase o nsec problems. They oed on the sap and the insectsstuck nthe
sap. No treatment is recommended. category: Pl

MG: Multiple hypotheses/conditions, speculative statements without direct evidence, technica

terminology, actionable intervention recommendations, and definitive expert assessments are each

highlighted in the figure to illustrate the taxonomy of statement types.
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E Additional MMST Benchmark Results

E.1 MMST Benchmark Main Results

E.1.1 Standard ID Benchmark Results

Table 6 summarises identification accuracy (Ace, %) and reasoning accuracy (0—4 scale) for a
diverse LVLM on the MMST Standard-ID benchmark, reporting scores under three automated
judges—DeepSeek-R1-Distill, Qwen3-32B, and Phi-4-reasoning. The table reveals a persistent
proprietary lead: GPT-4.1 achieves the highest scores across all judges, retaining a margin of roughly
13 pp in identification accuracy and 0.5 points in reasoning over the strongest open-source model,
Qwen-2.5-VL-72B-Instruct.

Table 6: Performance Comparison of Large Language Models on MMST (Standard-ID) Benchmark

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc (%) Reasoning Acc (%) Reasoning Acc (%) Reasoning
gpt-4.1 44.6 3.07 44.7 2.78 42.4 3.17
gpt-4.1-mini 36.3 2.79 35.0 2.51 32.6 2.95
gpt-4o 40.9 2.52 40.5 2.29 36.6 2.65
gpt-4o-mini 243 2.19 22.4 2.01 20.4 2.34
claude-3-7-sonnet 34.3 2.71 34.5 2.40 32.9 2.81
claude-3-5-sonnet 32.3 2.59 324 2.29 314 2.65
claude-3-haiku 18.7 1.83 18.4 1.63 15.8 1.92
Llama-4-Scout-17B-16E-Instruct 20.6 2.13 21.2 1.96 18.5 2.24
llava-v1.6-mistral-7b-hf 7.7 1.36 7.2 1.18 6.3 1.47
llava-onevision-qwen2-7b-ov-hf 9.9129 1.63120 9.4431 1.45123 9.0143 1.70116
Qwen2.5-VL-3B-Instruct 17.4 1.55 18.1 1.37 16.0 1.53
Qwen2.5-VL-7B-Instruct 22.5129 1.91123 23.3129 1.70124 20.5128 1.95128
Qwen2.5-VL-32B-Instruct 26.1116 2.54433 25.319 2.18128 23.8116 2.57132
Qwen2.5-VL-72B-Instruct 30.8718 2.5912 30.3120 2.2212 28.4119 2.60711
gemma-3-4b-it 10.4 1.87 10.7 1.70 10.2 1.95
gemma-3-12b-it 16.1755 2.08+111 15.9149 1.8247 15.7154 2.0515
gemma-3-27b-it 19.3120 2.28110 19.2121 2.03112 18.1115 2.35¢15
InternVL3-2B 10.0 1.64 8.9 1.53 8.2 1.77
InternVL3-8B 12.2122 1.81710 12.2437 1.6417 11.4439 1.86715
InternVL3-14B 14.7121 1.9578 14.2+16 1.7617 13.6119 2.0219
InternVL3-38B 20.0136 2.1379 19.7+39 1.96111 17.8131 2.26112
InternVL3-78B 23.9120 2.2817 22.6115 2.0716 20.8117 2.3715

Models are color-coded by type: closed-source models in red/light red, open-source models in blue/light blue.
1 values indicate percentage improvements over the previous model size in the same family. Bold purple values
highlight the best performance.
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E.1.2 Standard MG Benchmark Results

Table 7 presents management-task performance on the MMST Standard-MG benchmark, reporting
four rubric scores—Accuracy, Relevance, Completeness, and Parsimony (0—4 scale)—under
the same trio of automated judges used for the ID setting. Consistent with the ID results, the
proprietary GPT-4.1 model dominates most of metrics across all judges, outscoring the best open-
source competitor by roughly 0.4 absolute points in Accuracy and by 0.3-0.5 in the Relevance and
Completeness.

Table 7: Performance Comparison of Large Vision Language Models on MMST (Standard-MG)
Benchmark

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 317 3.59 3.39 293 327 359 3.03 297 3.27 3.62 324 3.14
gpt-4.1-mini 293 339 3.05 291 292 331 254 297 296 340 289 3.06
gpt-40 275 3.14 257 291 277 3.10 2.17 3.07 278 323 255 3.03
gpt-4o-mini 2.65 3.01 244 270 2.64 295 2.01 283 2.66 3.10 240 2.81
claude-3-7-sonnet 2.83 329 296 2.83 2.82 3.17 241 289 2.81 323 271 291
claude-3-5-sonnet 275 322 280 2.88 2.75 3.11 229 294 274 3.18 2.62 295
claude-3-haiku 244 292 222 274 237 278 177 282 240 298 2.15 2.96

Llama-4-Scout-17B-16E-Instruct 2.53 2.96 2.48 255 251 2.86 199 2.63 249 298 234 264
llava-v1.6-mistral-7b-hf 222 255 205 214 220 244 1.60 226 2.17 250 193 2.19
llava-onevision-qwen2-7b-ov-hf 2.25 2.61 2.13 2.16 2.22 250 1.66 229 223 259 202 2.23

Qwen2.5-VL-3B-Instruct 2.10 242 196 2.01 2.12 235 1.55 2.17 2.04 237 183 2.07
Qwen2.5-VL-7B-Instruct 239 276 236 226 239 2.65 1.84 234 236 2.76 222 2.33
Qwen2.5-VL-32B-Instruct 2.84 325 3.14 252 280 3.11 2.56 231 2.85 322 293 245
Qwen2.5-VL-72B-Instruct 270 3.10 2.79 2.56 272 3.02 225 260 2.74 3.15 2.64 2.65
gemma-3-4b-it 233 2.82 260 2.18 228 2.61 2.04 206 223 2.69 231 2.25
gemma-3-12b-it 2.66 3.11 3.01 238 2.62 2.89 249 2.13 261 3.01 272 240
gemma-3-27b-it 2.80 325 3.15 252 279 3.05 2.65 229 271 3.11 282 248
InternVL3-2B 2.12 247 198 2.07 2.11 236 156 225 205 241 186 2.14
InternVL3-8B 236 275 228 239 234 2.64 183 250 234 274 2.19 2.50
InternVL3-14B 249 2.88 239 258 250 279 195 270 247 2.88 230 2.69
InternVL3-38B 2.56 296 244 266 2.56 2.89 2.01 2.80 256 3.01 239 2.78
InternVL3-78B 2.60 299 248 297 259 290 2.03 282 2.60 3.04 242 282

Models are color-coded by type: closed-source models in red/light red, open-source models in blue/light blue.
Scores represent performance on four key metrics (Accuracy / Relevance / Completeness / Parsimony) on a 0-4
scale. Bold purple values highlight the best performance on each metric within each benchmark.
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704 E.1.3 Contextual MG Benchmark Results

Table 8: Performance Comparison of Large Vision-Language Models on MMST (Contextual)

Benchmark
Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 321 3.61 340 294 328 3.59 3.01 296 3.29 3.61 324 3.14
gpt-4.1-mini 2.89 337 3.01 2.89 2.88 326 243 293 292 336 2.82 3.03
gpt-4o 273 3.07 246 2.85 273 3.00 2.03 3.00 2.74 3.17 244 298
gpt-4o-mini 266 297 236 2.67 262 287 192 281 2.63 3.03 231 2.76
claude-3-7-sonnet 285 3.31 294 2.87 279 3.13 235 2.89 2.80 324 2.68 290
claude-3-5-sonnet 279 324 2.80 292 275 3.09 226 296 276 320 2.62 295
claude-3-haiku 241 2.83 2.08 2.63 230 2.65 1.66 2.77 237 2.89 2.03 2.88

Llama-4-Scout-17B-16E-Instruct 2.53 2.95 2.38 258 247 278 1.88 2.67 248 295 228 271
llava-v1.6-mistral-7b-hf 229 257 2.03 217 222 244 157 231 222 253 191 224
llava-onevision-qwen2-7b-ov-hf 226 2.57 2.01 2.18 2.22 246 157 234 222 258 192 230

Qwen2.5-VL-3B-Instruct 2.15 243 194 2.00 2.10 230 148 2.16 2.04 236 180 2.05
Qwen2.5-VL-7B-Instruct 230 2.61 2.13 220 228 2.50 1.65 232 224 2.60 2.03 232
Qwen2.5-VL-32B-Instruct 2.87 324 3.11 252 275 3.06 244 226 2.86 321 289 243
Qwen2.5-VL-72B-Instruct 272 3.07 275 252 268 295 212 253 271 3.09 257 259
gemma-3-4b-it 234 2.83 257 219 224 256 194 2.00 222 2.69 226 222
gemma-3-12b-it 276 3.17 3.09 242 2.69 294 252 210 271 3.08 280 2.39
gemma-3-27b-it 2.82 328 3.19 254 279 3.05 2.63 228 274 3.12 2.83 248
InternVL3-2B 222 251 202 208 216 237 156 222 213 246 1.88 2.13
InternVL3-8B 2.86 276 226 245 237 264 176 256 236 2.76 2.14 2.53
InternVL3-14B 252 2.85 237 253 249 275 1.87 2.64 249 287 226 2.62
InternVL3-38B 257 290 239 2.60 254 2.81 191 273 255 294 231 272
InternVL3-78B 257 292 236 3.05 2.54 281 190 278 255 295 230 2.77

Models are color-coded by type: closed-source models in red/light red, open-source models in blue/light blue.
Scores represent performance on four key metrics (Accuracy / Relevance / Completeness / Parsimony) on a 0-4
scale. Bold purple values denote the best score for each metric across all models.
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E.2 Model Scaling Results

Increasing model scale consistently boosts both identification accuracy and reasoning quality for all
three open-source LVLM families (See Figure 9).
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Figure 9: Performance scaling of open-source LVLM families—Qwen (yellow), Gemma (orange),
and InternVL (red)—on the standard identification benchmark (Judge: DeepSeek-R1-Distill). Shaded
bands denote +1 std dev across three runs. The dashed purple line shows the closed-source GPT-4.1
result for comparison.

E.3 With/Without Meta Data Results

Utility of metadata. Tables 9 and 10 contrast model performance when the question is presented
with versus without the user’s location and timestamp. For the Identification benchmark (Table 9),
adding metadata yields only modest absolute gains (< 1.6 pp ID%) and virtually no change in
reasoning quality (<0.05). The strongest closed-source model (GPT-4.1) and the largest open-source
Qwen-72B both extract a small benefit (+1.6 and +0.6 pp, respectively), whereas lighter counterparts
(e.g., GPT-4.1-mini, Gemma-3B) see negligible or even negative shifts, suggesting that metadata can
introduce noise unless the model possesses sufficient capacity to interpret it.

A similar pattern emerges on the Management benchmark (Table 10): absolute deltas across accuracy,
relevance, completeness, and parsimony remain within +0.04, yet the direction of change is revealing.
Large models (GPT-4.1, Gemma-27B, Qwen-72B) exhibit consistent, albeit small, improvements,
most notably in relevance and completeness, while smaller models fluctuate or even decline. Overall,
these findings indicate that spatiotemporal cues confer a measurable but limited advantage, and that
leveraging them effectively remains contingent on model scale and training.

Table 9: Impact of metadata (location + time) on identification accuracy (ID%) and reasoning ability
across models on MIRAGE-MMST Standard Identification Benchmark (Judge: DeepSeek-R1-Distill).
The table compares performance in the Image + Text Only setting and the Metadata-Augmented
setting. Arrows (1/]) indicate change from baseline. Absolute A values are reported on the right.

Model Image + Text Only + Metadata A (Meta — No Meta)
ID% Reason ID% Reason AID% A Reason
gpt-4.1 44.60 3.07 46.2+ 3.12¢ 1.60 0.05
gpt-4.1-mini 36.30 2.79 35.6, 2.817 —-0.60 0.02
gemma-3-4b-it 10.40 1.87 10.2, 1.88t -0.20 0.01
gemma-3-27b-it 19.30 2.28 19.0, 2.331 -0.20 0.04
Qwen2.5-VL-3B-Instruct  17.40 1.55 18.01 1.57¢ 0.60 0.02
Qwen2.5-VL-32B-Instruct  26.10 2.54 257, 2.54 -0.30 0.00
Qwen2.5-VL-72B-Instruct  30.80 2.59 314+ 2.59 0.60 0.00
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Table 10: Performance of large vision—language models on the MIRAGE-MMST Standard Manage-
ment benchmark (Judge: DeepSeek-R1-Distill), comparing the standard setting (image + text only)
against a metadata-augmented setting (including geographic location and time). Results are reported
over four metrics: accuracy (Acc), relevance (Rel), completeness (Comp), and parsimony (Pars).
Arrows in the metadata columns indicate the direction of change, and absolute A values are reported.

Model Image + Text Only + Metadata A (Meta — No Meta)

Acc Rel Comp Pars Acc Rel Comp Pars AA AR AC AP

gpt-4.1 3.17 3.59 339 293 3211 3.621 3411 2961 0.04 0.03 0.02 0.03
gpt-4.1-mini 293 339 3.05 291 290, 3.41t 3.05, 2941 -0.03 0.02 0.00 0.03
gemma-3-4b-it 233 282 260 218 232, 2831 2.621 2.18 -0.01 0.01 0.02 0.00
gemma-3-27b-it 2.80 325 3.15 252 281t 3.281 3.19¢+ 2.55¢ 0.01 0.03 0.04 0.03

Qwen2.5-VL-3B-Instruct  2.10 242 196 2.01 2.131 244 1991 2.00. 0.03 0.02 0.03 -0.01
Qwen2.5-VL-32B-Instruct  2.84 3.25 3.14 252 283, 325 3.14 2541 -0.01 0.00 0.00 0.02
Qwen2.5-VL-72B-Instruct 2.70 3.10 2.79 2.56 2711 3.12¢ 2.831 256 0.01 0.02 0.04 0.00

E.4 Fine-Turning Results

Fine-tuning setup. All models are adapted on the MMST standard training dataset, which contains
17 532 single-turn consultations, each paired with up to three images. Given the limited corpus size,
we employ parameter-efficient LoRA fine-tuning: a global batch size of 128, lora_alpha = 64,
lora_dropout = 0.05, and bfloat16 precision. Optimisation uses AdamW with a cosine learning-
rate schedule and a warm-up ratio of 0.03. Hardware resources: one NVIDIA H200 GPU suffices for
the QwenVL-2.5-3 B and 7 B models, while the 32 B model is trained on two H200 cards—enabling
the full eight-epoch run.

Effect of LoRA fine-tuning. Figure 10 tracks identification accuracy and reasoning accuracy on
seen vs. unseen entities, as Qwen2.5-VL models undergo progressively longer LoRA fine-tuning. For
both the 32 B (left) and 7 B (right) variants, the bulk of the improvement is realised within the first
four epochs: ID accuracy on seen entities rises from 32.9% to 37.6% for 32 B and from 27.7% to
34.8% for 7 B. Beyond epoch 4 the gains plateau or slightly regress, hinting at diminishing returns
and possible over-fitting to the fine-tuning set. Reasoning accuracy follow a similar but more muted
trend, increasing by at most 0.2—0.3 points before flattening.

The persistently low curves for unseen entities are unsurprising. Identification requires the model to
emit an explicit entity name; if that name never appeared in the fine-tuning set, fine-tuning does not
help.
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Figure 10: LoRA fine-tuning results on identification accuracy and reasoning on Standard Identifi-
cation Benchmark (Judge: DeepSeek-R1-Distill). Bars show ID Accuracy (%) on seen entities and
unseen entities for Qwen2.5-VL-32B (Left) & 7B (Right) at epochs: Instruct (0), LoRA-ep-2, 4, 6, 8.
The grey line marker e traces the Reasoning Score (0—4 scale) on seen entities. Values above each
bar/point give the exact percentages and scores.
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753 E.5.1 Plant Identification Reults (MMST Standard)

Table 11: Performance Comparison of Large Language Models on the MMST Standard Benchmark
Results for Plant Identification

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc (%) Reasoning Acc (%) Reasoning Acc (%) Reasoning
gpt-4.1 48.7 3.13 49.0 2.89 45.9 3.28
gpt-4.1-mini 38.4 2.84 37.2 2.60 34.6 3.04
gpt-40 44.5 2.58 44.8 2.40 39.7 2.75
gpt-4o0-mini 26.8 2.23 25.2 2.09 22.2 2.41
claude-3-7-sonnet 35.8 2.76 36.3 2.51 34.8 2.95
claude-3-5-sonnet 35.0 2.67 35.0 242 33.9 2.79
claude-3-haiku 19.6 1.81 18.8 1.70 15.3 1.96
Llama-4-Scout-17B-16E-Instruct 20.1 2.12 21.4 2.01 18.1 2.28
llava-v1.6-mistral-7b-hf 6.7 1.33 6.3 1.19 52 1.49
llava-onevision-qwen2-7b-ov-hf 9.6 1.63 8.8 1.54 7.9 1.76
Qwen2.5-VL-3B-Instruct 20.3 1.56 20.8 1.44 18.3 1.57
Qwen2.5-VL-7B-Instruct 25.8 1.94 27.3 1.81 23.6 2.03
Qwen2.5-VL-32B-Instruct 26.3 2.52 25.9 2.23 24.1 2.61
Qwen2.5-VL-72B-Instruct 33.1 2.57 33.1 2.31 30.2 2.69
gemma-3-4b-it 114 1.85 11.8 1.74 11.0 2.03
gemma-3-12b-it 17.0 2.08 16.8 1.93 16.0 2.17
gemma-3-27b-it 20.0 2.29 20.4 2.11 18.7 2.47
InternVL3-2B 94 1.61 8.1 1.57 7.3 1.80
InternVL3-8B 10.8 1.77 10.8 1.68 9.9 1.91
InternVL3-14B 11.8 1.89 11.5 1.79 10.9 2.03
InternVL3-38B 18.4 2.10 18.6 2.01 16.1 2.30
InternVL3-78B 22.3 2.24 21.6 2.11 19.5 2.41

Models are color-coded by type: closed-source models in red/light red, open-source models in blue/light blue.
Bold purple values denote the best performance in each column.
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754 E.5.2 Insect and Pest Identification Results (MMST Standard)

Table 12: Performance Comparison of Large Language Models on the MMST Standard Benchmark
for Insect and Pest Identification

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc (%) Reasoning Acc (%) Reasoning Acc (%) Reasoning
gpt-4.1 34.9 2.93 34.9 2.60 32.6 3.01
gpt-4.1-mini 30.1 2.68 28.6 2.38 26.0 2.83
gpt-40 33.0 2.43 31.2 2.16 27.3 2.53
gpt-4o-mini 17.5 2.12 14.9 1.88 12.8 2.23
claude-3-7-sonnet 27.5 2.56 27.4 2.19 24.5 2.60
claude-3-5-sonnet 24.4 2.42 24.5 2.06 23.6 2.41
claude-3-haiku 154 1.83 15.1 1.54 13.3 1.84
Llama-4-Scout-17B-16E-Instruct 16.8 2.10 16.3 1.89 14.1 2.15
llava-v1.6-mistral-7b-hf 7.2 1.35 6.1 1.15 5.1 1.42
llava-onevision-qwen2-7b-ov-hf 8.6 1.57 7.7 1.33 6.5 1.60
Qwen2.5-VL-3B-Instruct 13.5 1.48 13.8 1.26 11.9 1.45
Qwen2.5-VL-7B-Instruct 18.3 1.90 18.2 1.60 15.8 1.92
Qwen2.5-VL-32B-Instruct 23.9 2.52 23.1 2.13 20.2 2.54
Qwen2.5-VL-72B-Instruct 25.6 2.46 23.6 2.11 22.5 2.49
gemma-3-4b-it 5.8 1.85 6.2 1.65 5.8 1.84
gemma-3-12b-it 10.2 1.96 10.8 1.60 10.6 1.79
gemma-3-27b-it 14.4 2.16 13.8 1.89 13.4 2.16
InternVL3-2B 9.2 1.66 7.9 1.48 6.3 1.74
InternVL3-8B 11.2 1.78 11.5 1.57 9.8 1.76
InternVL3-14B 13.9 1.92 13.0 1.69 11.9 1.95
InternVL3-38B 17.5 2.12 17.3 1.87 15.3 2.20
InternVL3-78B 22.1 2.29 19.5 2.03 17.9 2.30

Models are color-coded by type: closed-source models in red/light red, open-source models in blue/light blue.
Bold purple values denote the best performance in each column.
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755 E.5.3 Plant Disease Identification Results (MMST Standard)

Table 13: Performance Comparison of Large Language Models on the MMST Standard Benchmark
for Plant Disease Identification

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc (%) Reasoning Acc (%) Reasoning Acc (%) Reasoning
gpt-4.1 45.7 3.06 44.6 2.62 46.0 2.97
gpt-4.1-mini 38.8 2.79 37.7 2.37 36.5 2.77
gpt-40 40.5 2.46 40.0 2.02 41.0 2.46
gpt-4o-mini 26.5 2.15 24.9 1.88 27.2 2.22
claude-3-7-sonnet 40.8 2.77 40.7 2.28 41.0 2.58
claude-3-5-sonnet 35.6 2.62 36.2 2.15 353 2.48
claude-3-haiku 21.5 1.91 23.2 1.54 22.8 1.91
Llama-4-Scout-17B-16E-Instruct 30.4 2.26 30.3 1.90 294 2.19
llava-v1.6-mistral-7b-hf 13.0 1.48 13.7 1.15 13.3 1.47
llava-onevision-qwen2-7b-ov-hf 13.8 1.71 15.7 1.30 18.3 1.67
Qwen2.5-VL-3B-Instruct 12.3 1.63 14.5 1.25 13.8 1.52
Qwen2.5-VL-7B-Instruct 15.9 1.77 154 1.38 16.1 1.70
Qwen2.5-VL-32B-Instruct 29.4 2.61 27.0 2.04 294 2.44
Qwen2.5-VL-72B-Instruct 30.6 2.95 31.0 2.03 31.1 2.41
gemma-3-4b-it 15.4 1.99 14.7 1.61 15.6 1.77
gemma-3-12b-it 23.5 2.30 22.3 1.78 24.2 2.05
gemma-3-27b-it 25.6 2.48 24.4 1.96 25.1 2.18
InternVL3-2B 14.0 1.76 14.5 1.47 15.9 1.73
InternVL3-8B 20.1 2.04 19.7 1.60 21.1 1.86
InternVL3-14B 29.8 2.23 28.4 1.78 29.2 2.08
InternVL3-38B 31.8 2.30 29.6 1.90 30.3 2.22
InternVL3-78B 35.1 2.44 33.2 1.96 32.7 2.33

Models are color-coded by type: closed-source models in red/light red, open-source models in blue/light blue.
Bold purple values denote the best performance in each column.
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756 E.5.4 Plant Disease Management Results (MMST Standard)

Table 14: Performance Comparison of Large Vision—Language Models on MMST Standard Bench-
mark for Plant Disease Management

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 3.05 3.54 331 2.87 3.17 354 290 292 3.15 353 312 3.05
gpt-4.1-mini 2779 328 292 277 281 320 237 290 278 325 272 291
gpt-40 265 3.06 248 2.80 2.68 3.01 2.06 298 2.64 3.10 239 2.89
gpt-40-mini 255 2.89 231 254 256 2.84 190 273 252 295 224 265
claude-3-7-sonnet 2.67 3.19 2.82 271 266 3.06 225 279 2.61 3.07 255 281
claude-3-5-sonnet 259 3.10 2.63 2.80 2.58 2.98 2.11 2.84 250 3.00 241 284
claude-3-haiku 235 2.86 2.12 2.60 226 2.70 1.65 2.73 225 2.85 2.03 282

Llama-4-Scout-17B-16E-Instruct 2.45 291 232 249 242 280 1.85 263 236 2.88 220 2.61
llava-v1.6-mistral-7b-hf 213 249 196 205 2.08 237 148 2.18 2.04 242 183 2.14
llava-onevision-qwen2-7b-ov-hf 2.16 2.55 2.02 2.08 2.13 2.44 1.55 226 2.07 248 188 2.17

Qwen2.5-VL-3B-Instruct 200 233 1.85 194 199 227 144 214 1.87 224 1.68 2.01
Qwen2.5-VL-7B-Instruct 230 2.66 225 2.19 226 257 172 228 219 262 2.06 225
Qwen2.5-VL-32B-Instruct 273 3.19 3.05 243 2.67 3.03 237 220 268 3.11 277 2.30
Qwen2.5-VL-72B-Instruct 258 299 2.63 246 261 292 2.09 252 254 298 249 254
gemma-3-4b-it 206 2.63 1.85 2.04 199 237 173 198 192 233 1.77 2.07
gemma-3-12b-it 248 299 284 229 240 275 226 204 231 278 247 2.26
gemma-3-27b-it 265 3.15 3.03 243 261 291 245 223 250 294 261 235
InternVL3-2B 2.07 247 195 2.06 2.04 234 148 220 192 233 1.77 2.07
InternVL3-8B 226 2.67 219 231 225 256 172 243 2.19 2.61 205 241
InternVL3-14B 243 2.83 231 248 242 273 1.84 2.63 234 280 220 2.59
InternVL3-38B 251 290 238 2.57 251 2.84 193 273 247 291 228 272
InternVL3-78B 254 294 239 2.64 251 283 192 276 250 293 228 2.73

Models are color-coded by type: closed-source models in red/light red, open-source models in blue/light blue.
Scores are given on a 04 scale for Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony
(Pars). Bold purple numbers denote the best performance for each metric within a column block.
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757 E.5.5 Insect and Pest Management Results (MMST Standard)

Table 15: Performance Comparison of Large Vision—Language Models on MMST Standard Bench-
mark for Insect and Pest Management

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 3.05 351 333 287 3.8 3.53 298 298 3.11 3.52 3.15 3.06
gpt-4.1-mini 2.86 336 3.01 295 276 321 245 292 272 323 272 294
gpt-4o 262 3.05 248 280 2.66 3.04 2.11 3.01 2.58 3.09 243 290
gpt-40-mini 247 2838 231 258 245 281 1.89 274 240 289 221 2.59
nova-pro 212 257 198 234 2.13 245 1.57 250 2.07 249 1.88 2.0
claude-3-7-sonnet 2.64 3.14 2.83 271 2.66 3.03 230 2.80 2.57 299 253 271
claude-3-5-sonnet 257 3.07 270 2.69 2.63 3.02 224 2.85 254 295 249 272
claude-3-haiku 227 276 2.11 259 242 266 1.70 2.70 2.23 2.78 2.04 2.76
Llama-4-Scout-17B-16E-Instruct 1.29 2.77 234 242 133 271 190 2.54 1.18 2.69 2.12 242
llava-v1.6-mistral-7b-hf 195 232 1.81 197 198 221 144 2.16 1.83 2.10 1.62 193
llava-onevision-qwen2-7b-ov-hf 198 235 191 196 199 228 152 216 1.88 2.19 1.73 191
Qwen2.5-VL-3B-Instruct 1.89 225 1.78 190 194 2.19 143 2.09 1.74 2.06 1.60 1.83
Qwen2.5-VL-7B-Instruct 2.13 255 216 210 2.19 247 1.70 224 2.04 242 194 2.07
Qwen2.5-VL-32B-Instruct 2.59 3.07 295 236 2.62 296 243 226 2.66 3.06 2.82 2.39
Qwen2.5-VL-72B-Instruct 248 296 2.63 245 256 290 2.16 256 245 295 245 246
gemma-3-4b-it 1.99 251 228 194 199 234 1.81 193 1.81 2.24 193 1.98
gemma-3-12b-it 229 283 270 2.15 228 2.62 222 203 2.15 258 231 2.13
gemma-3-27b-it 247 298 287 232 251 2.84 243 222 231 274 247 223
InternVL3-2B 1.87 222 1.77 190 191 2.13 140 2.11 1.73 2.06 1.58 1.88
InternVL3-8B 2.06 2.53 2.08 222 2.07 244 164 240 199 239 193 224
InternVL3-14B 2.19 264 2.19 240 225 260 1.79 259 2.11 249 2.00 244
InternVL3-38B 232 280 231 250 238 273 190 272 224 272 2.17 2.55
InternVL3-78B 236 2.81 233 254 241 275 192 272 231 277 223 262

Models are color-coded by type: closed-source (red) and open-source (blue). Scores range from 0-4 for

Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony (Pars). Bold purple indicates the best
score in each column block.
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758

E.5.6 Plant Care and Gardening Guidance Results (MMST Standard)

Table 16: Performance Comparison of Large Vision—Language Models on MMST Standard Bench-
mark for Plant Care and Gardening Guidance

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 3.38 3.73 355 3.01 345 3.73 3.17 3.2 3.52 380 343 3.24
gpt-4.1-mini 3.15 3.54 323 3.01 3.15 350 272 3.03 328 3.64 3.15 3.20
gpt-4o 293 326 269 3.01 293 321 228 3.12 3.03 341 274 3.16
gpt-40-mini 285 3.18 2.64 287 2.84 3.12 2.17 294 295 335 265 3.03
nova-pro 260 295 231 267 252 281 1.87 273 2.63 3.04 230 2.88
claude-3-7-sonnet 3.08 348 3.15 3.00 3.06 3.39 259 3.02 3.14 3.53 297 3.12
claude-3-5-sonnet 3.02 341 299 3.05 3.00 332 247 3.07 3.09 349 2.87 3.17
claude-3-haiku 2.66 3.10 239 293 256 295 192 294 267 325 235 3.16
Llama-4-Scout-17B-16E-Instruct 2.79 3.15 2.69 2.68 2.75 3.02 2.15 270 2.85 329 262 282
llava-v1.6-mistral-7b-hf 250 2.77 227 228 247 266 1.80 235 250 2.82 2.19 2.37
llava-onevision-qwen2-7b-ov-hf 2.55 2.86 239 235 250 273 1.85 239 2.61 296 233 247
Qwen2.5-VL-3B-Instruct 233 2.61 2.15 215 234 252 1.67 225 237 2.67 2.09 227
Qwen2.5-VL-7B-Instruct 2.65 297 255 241 2.63 283 2.00 242 271 3.08 249 254
Qwen2.5-VL-32B-Instruct 3.14 345 340 2.68 3.07 332 280 2.39 321 3.50 322 2.62
Qwen2.5-VL-72B-Instruct 296 329 3.02 269 295 3.18 242 265 3.09 342 292 280
gemma-3-4b-it 277 3.14 297 240 2.68 296 221 2.57 276 320 276 2.54
gemma-3-12b-it 3.09 341 336 2.60 3.03 3.19 284 225 3.16 348 323 2.64
gemma-3-27b-it 3.17 353 345 272 3.14 332 296 239 3.19 353 323 272
InternVL3-2B 238 2.67 218 222 234 254 1.71 235 238 273 2.11 235
InternVL3-8B 2.67 299 252 257 2.63 2838 2.04 2.61 274 3.11 249 2.72
InternVL3-14B 278 3.11 262 277 276 3.01 215 2.82 2.87 326 2.60 291
InternVL3-38B 282 3.15 2.62 284 279 3.06 2.16 289 290 330 2.63 297
InternVL3-78B 2.84 3.18 2.67 2.88 2.82 3.08 220 292 293 332 267 3.01

Models are color-coded by type: closed-source (red) and open-source (blue). Each metric is scored on a 0—4

scale: Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony (Pars). Bold purple values
indicate the best performance within each column block.
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759  E.5.7 Weeds/Invasive Plants Management Results (MMST Standard)

Table 17: Performance Comparison of Large Vision—Language Models on MMST Standard Bench-
mark for Weeds/Invasive Plants Management

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 290 341 3.14 285 3.01 3.37 2.87 296 2.89 340 3.00 3.10
gpt-4.1-mini 262 3.19 2.80 2.82 2.67 3.09 243 297 2.60 3.14 2.67 3.06
gpt-4o 2.56 3.06 2.50 295 2.62 3.04 2.18 3.17 2.59 3.12 246 3.11
gpt-40-mini 243 288 225 265 239 280 191 281 236 292 222 2.79
nova-pro 1.92 233 1.78 228 195 233 1.53 251 1.84 233 1.74 2.50
claude-3-7-sonnet 2.59 3.06 2.82 272 2.56 293 228 2.82 248 294 249 273
claude-3-5-sonnet 248 3.03 2.66 274 246 2.84 2.19 282 235 286 239 2.77
claude-3-haiku 2.19 2.67 205 2.64 2.14 258 1.66 2.81 2.11 2.68 195 292
Llama-4-Scout-17B-16E-Instruct 2.18 2.71 231 2.38 220 2.65 1.87 2.52 2.06 2.63 208 244
llava-v1.6-mistral-7b-hf 1.90 229 1.82 2.07 1.89 2.19 147 227 1.85 223 173 2.09
llava-onevision-qwen2-7b-ov-hf 1.85 2.28 1.83 1.99 1.80 2.16 145 222 1.81 2.17 1.73 2.04
Qwen2.5-VL-3B-Instruct 1.86 220 1.82 1.88 1.92 220 1.53 2.11 1.79 2.09 1.68 1.87
Qwen2.5-VL-7B-Instruct 2.10 2.57 223 214 2.14 248 1.81 234 203 250 2.06 2.21
Qwen2.5-VL-32B-Instruct 242 296 278 237 247 286 233 232 233 2.80 248 2.34
Qwen2.5-VL-72B-Instruct 243 292 2.64 252 248 2.85 220 2.67 244 290 249 2.65
gemma-3-4b-it 1.95 255 238 211 196 238 190 2.03 1.87 2.37 2.06 2.14
gemma-3-12b-it 2.19 278 266 221 221 260 220 2.12 2.11 255 231 228
gemma-3-27b-it 236 292 282 237 239 276 240 221 2.18 2.68 246 232
InternVL3-2B 1.74 2.13 1.71 1.87 1.79 2.17 145 224 1.68 2.01 1.61 1.96
InternVL3-8B 1.94 243 2.00 224 197 234 1.66 247 1.83 231 1.86 2.34
InternVL3-14B 2.07 256 213 244 213 248 175 2.62 196 238 195 251
InternVL3-38B 219 271 220 2.54 218 2.65 185 276 2.11 2.66 2.13 2.66
InternVL3-78B 225 276 225 254 226 2.67 1.87 278 2.17 272 2.16 2.68

Models are color-coded by type: closed-source (red) and open-source (blue). Scores range from 0—4 across

Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony (Pars). Bold purple marks the highest
score for each metric within a column block.
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760 E.5.8 Plant Disease Management Results (MMST Contextual)

Table 18: Performance Comparison of Large Vision—Language Models on MMST Contextual
Benchmark for Plant Disease Management

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 3.07 352 334 286 3.16 349 291 2.86 3.09 3.44 3.08 2.96
gpt-4.1-mini 274 320 290 270 2.68 3.08 224 274 2.63 3.07 2.58 2.78
gpt-4o 262 296 240 268 2.60 2.89 1.89 3.17 2.55 296 228 2.78
gpt-40-mini 257 285 230 248 252 275 1.80 2.65 246 2.81 2.15 251
nova-pro 217 2.55 194 237 2.08 237 143 248 2.05 247 181 2.60
claude-3-7-sonnet 266 3.16 2.83 268 2.58 297 2.18 2.71 2.52 295 247 2.67
claude-3-5-sonnet 259 3.06 2.67 273 254 289 205 277 246 291 237 274
claude-3-haiku 232 275 203 248 2.18 256 1.53 2.64 220 2.73 1.89 2.71
Llama-4-Scout-17B-16E-Instruct 2.36 2.79 224 243 227 259 1.67 252 224 269 207 2.59
llava-v1.6-mistral-7b-hf 2.18 247 197 2.04 2.07 233 143 2.18 2.04 236 1.75 2.07
llava-onevision-qwen2-7b-ov-hf 2.17 2.50 195 2.05 2.09 235 145 219 204 238 1.78 2.11
Qwen2.5-VL-3B-Instruct 204 233 1.89 192 196 221 135 204 1.86 2.16 1.67 192
Qwen2.5-VL-7B-Instruct 2.15 249 2.04 206 2.09 233 147 2.18 199 233 1.81 2.13
Qwen2.5-VL-32B-Instruct 2.69 3.07 298 237 254 285 222 206 256 292 2.62 2.18
Qwen2.5-VL-72B-Instruct 259 291 2.64 235 249 277 194 234 244 282 233 233
gemma-3-4b-it 2.07 2.60 2.02 2.04 193 227 1.63 194 1.87 231 193 194
gemma-3-12b-it 2.52 3.03 293 229 238 2.68 220 193 227 2.67 239 2.13
gemma-3-27b-it 2.57 3.09 299 238 248 278 229 212 233 272 242 223
InternVL3-2B 2.18 248 2.06 2.01 2.07 231 147 2.10 198 232 1.80 2.02
InternVL3-8B 231 2.63 221 229 222 248 1.63 240 2.16 252 196 2.32
InternVL3-14B 242 276 232 238 236 259 174 244 229 266 2.12 243
InternVL3-38B 247 279 234 245 239 2,66 1.76 256 236 2.72 2.14 250
InternVL3-78B 246 279 230 248 240 2.66 1.76 2.61 233 272 2.12 2.58

Models are color-coded by type: closed-source (red) and open-source (blue). Scores range from 0—4 across

Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony (Pars). Bold purple marks the highest
score for each metric within a column block.
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761 E.5.9 Insect and Pest Management Results (MMST Contextual)

Table 19: Performance Comparison of Large Vision—Language Models on MMST Contextual
Benchmark for Insect and Pest Management

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 3.14 359 332 299 325 3.61 2.99 3.06 322 3.60 320 3.21
gpt-4.1-mini 273 333 291 2.88 2.80 322 242 297 279 330 275 3.02
gpt-4o 2.66 3.07 244 289 2.71 3.03 2.08 3.03 2.63 3.16 242 3.00
gpt-40-mini 252 288 225 262 250 2.82 1.88 2.78 241 292 218 2.70
nova-pro 2.13 258 195 246 2.17 249 1.62 2.64 2.10 259 191 2.70
claude-3-7-sonnet 274 327 2.89 281 2.74 3.13 235 292 2.68 3.18 2.63 2.87
claude-3-5-sonnet 268 3.19 276 287 2.67 3.02 222 292 2.60 3.11 257 2.84
claude-3-haiku 230 275 198 259 222 261 1.63 274 222 276 195 2.78
Llama-4-Scout-17B-16E-Instruct 2.37 2.87 230 2.71 237 2.75 1.89 263 228 2.82 220 2.61
llava-v1.6-mistral-7b-hf 1.99 235 1.78 2.04 199 224 144 223 192 221 1.68 201
llava-onevision-qwen2-7b-ov-hf 1.97 233 181 199 199 226 142 2.19 1.87 222 1.67 2.02
Qwen2.5-VL-3B-Instruct 197 228 180 190 198 220 143 2.10 1.79 2.14 159 1.87
Qwen2.5-VL-7B-Instruct 2.13 254 205 212 2.18 243 1.65 232 205 245 191 2.17
Qwen2.5-VL-32B-Instruct 262 3.11 291 244 257 297 236 229 2.60 3.05 271 235
Qwen2.5-VL-72B-Instruct 2.56 3.03 2.66 250 2.62 295 2.14 2.60 2.52 3.01 247 2.58
gemma-3-4b-it 1.95 2.60 235 202 197 240 1.84 192 194 241 2.03 2.02
gemma-3-12b-it 243 294 280 226 245 277 234 2.04 235 275 238 222
gemma-3-27b-it 2.57 3.09 298 241 2.61 293 251 227 247 289 2.60 2.38
InternVL3-2B 194 228 1.79 192 195 220 145 2.14 1.81 2.15 1.65 191
InternVL3-8B 2.05 258 2.05 226 2.19 245 1.67 245 2.04 248 193 2.34
InternVL3-14B 226 2.67 218 240 231 262 179 260 222 261 2.06 242
InternVL3-38B 231 274 221 250 236 270 1.86 2.70 2.28 2.72 2.11 2.59
InternVL3-78B 242 285 229 262 243 277 1.88 281 235 281 2.19 2.69

Models are color-coded by type: closed-source (red) and open-source (blue). Scores range from 0—4 for

Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony (Pars). Bold purple highlights the best
score for each metric within a column block.
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762 E.5.10 Plant Care and Gardening Guidance Results (MMST Contextual)

Table 20: Performance Comparison of Large Vision—Language Models on MMST Contextual
Benchmark for Plant Care and Gardening Guidance

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 340 3.73 3.54 3.03 346 3.72 3.16 3.03 3.53 3.80 342 3.27
gpt-4.1-mini 3.13 3.55 3.19 3.05 3.11 347 265 3.07 327 3.64 3.09 3.23
gpt-4o 2.87 320 257 297 2.86 3.11 2.16 3.08 295 335 2.62 3.11
gpt-4o-mini 282 3.13 250 2.85 2.79 3.03 2.06 293 290 329 2.55 298
nova-pro 259 292 224 272 252 277 1.81 2.82 259 3.02 225 294
claude-3-7-sonnet 3.09 348 3.13 3.03 3.02 333 253 301 3.12 353 292 3.09
claude-3-5-sonnet 3.02 344 298 3.09 299 331 246 3.12 3.07 348 2.87 3.13
claude-3-haiku 257 297 219 281 245 278 1.79 2.87 259 3.11 2.19 3.04
Llama-4-Scout-17B-16E-Instruct 2.77 3.13 2.57 2.74 2.70 298 2.05 2.78 2.78 3.24 249 286
llava-v1.6-mistral-7b-hf 252 277 220 232 245 263 1.73 241 249 282 2.13 243
llava-onevision-qwen2-7b-ov-hf 2.51 2.79 221 239 245 2.65 1.75 251 255 290 2.17 255
Qwen?2.5-VL-3B-Instruct 236 2.60 211 2.14 229 245 1.61 226 233 2.64 2.01 224
Qwen?2.5-VL-7B-Instruct 252 279 230 236 248 2.67 1.81 243 254 291 227 251
Qwen2.5-VL-32B-Instruct 3.14 346 335 269 3.02 329 270 238 323 353 321 2.63
Qwen2.5-VL-72B-Instruct 292 326 294 267 2.89 3.12 229 2.62 3.04 338 2.84 279
gemma-3-4b-it 271 3.13 2.88 239 2.58 287 226 2.16 2.67 3.16 2.67 2.50
gemma-3-12b-it 3.12 343 339 261 3.06 321 2.87 225 321 3.54 325 2.65
gemma-3-27b-it 3.18 3.54 348 273 3.15 334 299 241 320 354 325 271
InternVL3-2B 245 270 217 224 238 255 1.70 233 242 274 2.09 2.33
InternVL3-8B 2.69 299 245 266 2.61 286 194 272 270 3.11 242 2.77
InternVL3-14B 276 3.05 254 274 272 295 2.04 281 2.80 320 251 2.87
InternVL3-38B 279 3.10 255 276 275 3.00 2.07 2.87 2.85 3.26 256 294
InternVL3-78B 278 3.10 251 3.50 2.74 299 2.05 291 285 324 252 299

Models are color-coded by type: closed-source (red) and open-source (blue). Scores range from 0—4 for

Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony (Pars). Bold purple highlights the best
score for each metric within a column block.
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763 E.5.11 Weeds/Invasive Plants Management Results (MMST Contextual)

Table 21: Performance Comparison of Large Vision-Language Models on MMST Contextual
Benchmark for Weeds/Invasive Plants Management

Model DeepSeek-R1-Distill Qwen3-32B Phi-4-reasoning
Acc Rel Comp Pars Acc Rel Comp Pars Acc Rel Comp Pars
gpt-4.1 3.03 3.53 327 292 3.12 346 292 3.03 3.02 345 3.07 3.20
gpt-4.1-mini 274 331 289 293 274 3.19 243 3.01 2.69 325 275 3.18
gpt-4o 2.62 3.13 249 3.05 265 3.06 2.13 3.19 263 3.17 247 323
gpt-4o-mini 247 290 232 275 244 282 196 290 245 295 228 292
nova-pro 2.08 2.53 1.96 2.52 2.12 248 1.66 2.67 2.06 2.57 197 2.82
claude-3-7-sonnet 275 330 296 290 273 3.09 241 293 266 3.12 2.67 298
claude-3-5-sonnet 2.68 322 281 293 2.67 3.07 236 3.02 2.65 3.14 2.66 3.05
claude-3-haiku 227 278 206 275 2.19 2.59 1.69 2.86 2.23 2.79 2.04 3.03
Llama-4-Scout-17B-16E-Instruct 2.34 2.87 2.39 2.55 2.34 2.80 2.00 2.73 2.25 2.82 226 2.73
llava-v1.6-mistral-7b-hf 198 2.38 1.87 2.18 1.99 232 1.58 2.38 193 230 1.77 2.23
llava-onevision-qwen2-7b-ov-hf 1.92 231 1.77 2.04 192 227 147 233 186 222 171 212
Qwen2.5-VL-3B-Instruct 1.88 226 1.83 1.92 193 223 154 2.17 1.78 2.12 1.67 1.89
Qwen?2.5-VL-7B-Instruct 2.10 2.50 2.13 220 220 2.50 1.76 244 2.06 2.54 2.03 2.33
Qwen?2.5-VL-32B-Instruct 2.57 3.09 2.88 250 2.58 295 242 243 256 297 2.68 249
Qwen2.5-VL-72B-Instruct 2.55 3.02 269 2.63 260 299 226 273 254 3.03 256 277
gemma-3-4b-it 212 2.69 251 218 2.10 252 2.03 2.11 2.03 2.60 222 229
gemma-3-12b-it 242 296 285 235 246 281 245 2.19 233 278 2.59 2.38
gemma-3-27b-it 2.52 3.09 3.02 252 258 293 258 234 249 295 271 2.52
InternVL3-2B 1.81 223 1.79 196 1.89 221 1.50 222 1.77 2.14 1.68 2.00
InternVL3-8B 2.04 252 206 233 2.03 243 1.68 254 195 243 192 247
InternVL3-14B 2.18 2.63 221 246 221 256 1.85 2.65 2.18 2.53 2.11 2.60
InternVL3-38B 229 278 230 2.65 233 269 192 281 223 271 218 2.77
InternVL3-78B 226 277 224 265 235 274 193 2.86 227 277 221 281

Models are color-coded by type: closed-source (red) and open-source (blue). Scores range from 0—4 for

Accuracy (Acc), Relevance (Rel), Completeness (Comp), and Parsimony (Pars). Bold purple marks the highest
score for each metric within a column block.
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F MIRAGE-MMMT

F.1 Benchmark Details

The MIRAGE-MMMT dataset as shown in Table 22, contains 861 multi-turn samples, each annotated
with a high-level decision label—either Clarify (56.6%) or Respond (43.4%)—reflecting the expert’s
intent in continuing the consultation. On average, each sample includes 2.11 images and spans 1.52
turns, capturing compact yet information-rich interactions.

Table 22: Summary statistics for the full dataset
Overall Statistics Total

Total Samples 861

Decision Distribution

Clarify 487 (56.6%)
Respond 374 (43.4%)

Per-Sample Statistics

Avg. Images per Sample 2.11
Avg. Turns per Sample 1.52
Word Count Statistics

Avg. User-turn Words 109.91
Avg. Expert-turn Words 80.57

Distribution Statistics

Max Images per Sample 3
Max Turns per Sample 14
Max User-turn Words 1488
Max Expert-turn Words 287

User and expert utterances are relatively verbose, with average lengths of 109.9 and 80.6 words
respectively, and a maximum of 1,488 words in a user turn. Each sample includes up to 3 images
and 14 turns, reflecting a wide range of complexity and interaction depth. These characteristics make
the dataset well-suited for studying decision-making, goal inference, and clarification strategies in
visually grounded, expert-guided dialogues.

F.2 Task Definition
MIRAGE-MT is a multimodal, multi-turn benchmark designed to evaluate conversational expert
agents in a consultative decision-making setting. Given a multi-turn dialogue and associated image(s)

as shown in Figure 11, the agent must decide whether to ask a clarification question or provide a
helpful response, and then generate the corresponding utterance.

F.2.1 Input

Let a multi-turn dialogue context be represented as a sequence:

D ={(s1,u1),(s2,u2),- -, (Sp,un)}

where:

* 5; € {user, expert} denotes the speaker

* u; € U is the corresponding utterance
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o.GoalState

Known:

e “user_experience”: "User has been growing roses for over thirty years.”,
e "source": "Roses were purchased from Jackson and Perkins.”,

e "issue": "Roses lived but did not grow beyond 6 inches and did not flower.

Missing:
® Confirmation of the specific rose variety purchased. X
o Details about the growing conditions (e.g., soil type, sunlight, watering). 3¢

»..G0al State

Known:

® ‘“user_experience”: "User has been growing roses for over thirty years.”,
® "source": "Roses were purchased from Jackson and Perkins.”,

® "issue": "Roses lived but did not grow beyond 6 inches and did not flower.

Missing:
e Confirmation of the specific rose variety purchased. \/
 Details about the growing conditions (e.g., soil type, sunlight, watering). 3

Goal State

Known:

® “user_experience”: "User has been growing roses for over thirty years.”,
® "source": "Roses were purchased from Jackson and Perkins.”,

© "issue": "Roses lived but did not grow beyond 6 inches and did not flower.

Missing:
® Confirmation of the specific rose variety purchased.\/
® Details about the growing conditions (e.g., soil type, sunlight, watering).*/

User Goal
Rose bushes are not growing or flowering

User - Expert Dialogue

1 planted two rose bushes from Jackson & Perkins. They
survived but never grew, stayed about 6 inches tall with no
blooms. What might I have done wrong? I've been growing
roses for a over thrity years and never seen this. Thank you!

|
1

Jackson & Perkins offers hundreds of rose varieties, it’s possible
that these in the image are miniatures. Can you check their
catalog to match what you ordered?

Decision: Clarify

m Expert
Thank you. I’m sure they were hybrid tea roses, I rechecked the
stock number in the catalog.
User
Can you confirm the specific variety of rose you purchased, and H
could you describe the growing conditions such as soil type, s
sunlight exposure, and watering schedule? Y
Decision: Clarify
Expert
' ’ Yes, They are definitely hybrid tea roses. I planted in a spot
where they get partial sunlight, about 4 hours a day. The soil is
“ mostly clay and I water it every 2-3 days.
User

Thanks for confirming. Hybrid tea roses generally need full sun,
at least 6 hours daily, to thrive and bloom well. Clay soil can ! l
also retain too much water, potentially leading to root stress. I v
recommend transplanting them to a sunnier location with well- 1
drained soil amended with compost.

Expert

Decision: Respond

Figure 11: Illustrative example of decision-making in the MIRAGE-MMMT task

Each dialogue is also associated with a set of image inputs:

I ={iy,is,..

im), ICT

which may provide visual context necessary for interpretation (e.g., pest damage, plant structure).

F.2.2 Output

The model must jointly predict:

1. A decision a € A = {<Clarify>, <Respond>}
2. A corresponding utterance r € U/, where:

e Ifa
e Ifa

F.2.3 Goal Inference and Decision Policy

<Clarify>, then r is a clarification question

<Respond>, then r is an expert answer

Let G € G denote the user’s underlying goal (e.g., identifying a plant disease, choosing a planting
strategy). The model must infer G and a goal-state representation:

S¢ = (known, missing)

The model learns a policy:
7 (D,
and must select the appropriate action:

<Clarify>,

<Respond>,

1) = (a,7)

if 3f € missing that is essential to achieve G

if missing = () or non-essential
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Figure 12: Overview of the MIRAGE-MMMT task generation pipeline. We begin with raw user-
expert consultation data including dialogues and attached images. The pipeline applies a series of
preprocessing, truncation, and prompting steps to convert each interaction into a structured decision-
making task. Green modules denote inputs to the prompt template, while pink boxes indicate
components automatically generated using a vision-language model (LVLM). The final structured
output includes decision, goal state, and a response or clarification utterance for supervised training
or evaluation.

The generation r should then follow:

a goal-relevant clarification question,  if @ = <Clarify>

a grounded and helpful expert answer, if a = <Respond>

F.3 Evaluation Criteria
Predictions are evaluated against:

* Gold revealed fact f*, obtained from the masked user utterance after expert’s turn
* Gold goal state S, obtained from the source dialogue
e LLM-as-a-Judge ratings:

— Decision Accuracy

— Goal Relevance

F.4 Data Curation Details

Each task sample consists of the dialogue context, referenced images, and metadata such as source
dialogue ID and topic. To ensure data safety, we perform automated PII sanitization, replacing
all named entities with randomized placeholders while preserving domain relevance. URLs and
institutional references are retained when necessary for contextual fidelity. To ensure data quality
and task validity, we conduct manual human review on a representative subset of the generated
examples. Expert annotators assess the correctness of the decision label, coherence of the generated
question or response, and alignment with the revealed user intent. Feedback from this process is
used to refine prompt instructions and filter any low-quality generations. Our modular pipeline
supports deterministic regeneration of the dataset via fixed seeds and indexing, enabling reproducible
experimentation and future extensibility to other domains.

Release Protocol for MIRAGE-MMMT: In designing our dataset release, we follow established best
practices from recent benchmarks such as MMLU [32], and BIG-Bench [29, 30], which emphasize
the importance of separating training data and test targets to prevent leakage and ensure reliable
model evaluation. We adopt a protocol that maximizes transparency, reproducibility, and community
usability, while preserving the integrity of the held-out test set. We publicly release:
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823
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827
828
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830
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* Full training and validation task datasets, generated from processed source conversations

 Corresponding dialogue context, goal annotations, image references, and model-generated
outputs

» Task generation scripts, PII scrubbing utilities, and evaluation tools.

To ensure the credibility and integrity of the test set, we do not plan to release the source dialogues or
revealed facts used to construct it. Instead, we provide only the test input (dialogue context and image
references). This ensures that models are evaluated blind to the gold output, preventing overfitting
or prompt leakage. Evaluation of model predictions on the test set can be conducted either via our
LLM-based judge or via human assessment.

F.5 Additional MIRAGE-MMMT Results

Table 23: Classifier performance on the <Clarify> vs <Respond> decision task using logistic
regression with TF-IDF features. Models are grouped by level of input observability.

Input Variant Decision Acc. F1 (Macro) Level
Dialogue only 69.79% 0.70 Realistic
Dialogue + Goal 71.34% 11.55% 0.71 1001 Semi-Privileged

Dialogue + GoalState  89.27% 119.48% 0.89 10.19  Oracle
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G Prompts

G.1 Evaluation Prompts for MIRAGE-MMST

Figure 13 presents the inference prompt used for the MIRAGE-MMST Identification Task.
user_query refers to the original user question. This task evaluates both the model’s identifi-
cation accuracy and reasoning quality, requiring it to generate a clear reasoning chain followed by a
final answer. The prompt enforces a standardized output format to facilitate consistent and automatic
evaluation. In contrast, for the management task, we impose no format constraints—models are
simply given the user question along with the associated images during inference.

EVALUATION Model Inference prompt for MIRAGE-MMST Identification Task

Please answer the following user question. You should first analyze the provided image, mentioning any visible clues or observations.
Then, present the identification result. Write the entire content as one coherent paragraph (analysis + results).

User: {user_query}

Figure 13: Model Inference prompt for MIRAGE-MMST Identification Task.

Figure 14 presents the evaluation prompt used for the MIRAGE-MMST Identification Task. Here,
entity_type denotes the category of the entity—plant, disease, or insect/pest. user_query is
the original user question, while expert_answer contains the expert’s full response. The field
entity_name captures the specific entity mentioned by the expert, with its corresponding scientific
name stored in entity_scientific_name. The list of entity_common_names comprises com-
monly used names for that entity, collected through external search. Finally, model_response refers
to the generated answer being evaluated.

EVALUATION Reasoning LLMs As Judges prompt for MIRAGE-MMST Identification Task

You are now required to rate a model’s response to an *{entity_type} identification question. We have the user’s question, the gold answer (Expert’s Answer), and the correct
entity name.

All answers (gold and model) are provided in a single-paragraph “analysis + result” format. You need to score the model’s response according to the Score Criteria.
<User Query> {user_query} </User Query>
<Gold Answer> {expert_answer} </Gold Answer>

<Correct Entity Name>

Entity Name: {entity_name}

Entity Scientific Name: {entity_scientific_name}
Entity Common Names: {entity_common_names}
</Correct Entity Name>

<Model R {model_r </Model Resp

<Score Criteria>
Identification Accuracy Definition: Identification Accuracy assesses whether the model's identification result is consistent with the expert's conclusion. That is, whether the

entity identified by the model matches with the expert's identification result or appears explicitly within any of the provided fields: entity_name, scientific_name, or
common_names (case-insensitive).

A y Definition: Reasoning Accuracy evaluates how effectively the model’s analysis aligns with the expert’s reasoning. It must reflect the presence of key
clues (observable characteristics explicitly stated in the gold answer), accuracy and detail of descriptions, and logical coherence through clear causal links (e.g., "Based on...,
therefore...").

Scoring Guidelines
1. Identification Accuracy (0 or 1 point):

-1 point: if the model’s final identification result matches the expert's identification result, or appears in any of the following fields: entity_name, scientific_name, or
common_names (case-insensitive).

- 0 points: otherwise.

2. Reasoning Accuracy (0—4 points):
- 4 points: Covers all key clues (=2 key clues such as shape, color, distinctive markings) with precise descriptions and clear causal links.
- 3 points: Mentions 22 key clues; with precise descriptions and establishes some causal links.
- 2 points: Mentions 1-2 key clues; with some descriptions and establishes some incomplete causal links.
-1 point: Mentions <1 key clues with some descriptions and no causal links.
- 0 points: No usable observations or completely off-topic.

</Score Criteria>
Please only output the scores without any other content. You should output JSON with two keys identification_accuracy and reasoning_accuracy.

Example:
{{ "identification_accuracy": ..., "reasoning_accuracy": ... }}

Figure 14: LLM As Judge prompts for MIRAGE-MMST Identification Task.

Figure 15 presents the evaluation prompt used for the MIRAGE-MMST Management Task. Here,
user_query is the original user question, while expert_answer contains the expert’s full response.

The field model_response refers to the generated answer being evaluated.
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EVALUATION Reasoning LLMs As Judges prompt for MIRAGE-MMST Task

You are now required to rate a model's response to an agriculture-related question. We have a gold answer, which is Expert's Answer and based on this gold answer, and the
user's question, you need to score the model's answer according to the following four scoring criteria.

<User Query>{user_guery}</User Query>
<Gold Answer>{expert_answer}</Gold Answer>

<Model Respc {model_respc /Model Response>

<Score Criteria>

Accuracy Definition: Accuracy evaluates whether the agricultural facts, species identification, diagnostic conclusions, and management recommendations provided by the
model align with the expert's response. Emphasis is placed on: 1. Correctness of professional terminology (e.g., precise naming of diseases, pests, or invasive species). 2.
Accuracy of key details (e.g., descriptions of lesion characteristics, pest behaviors, or plant symptoms). 3. Logical coherence in describing causal relationships (e.g., disease
transmission pathways, pest infestation mechanisms). 4. Appropriateness and effectiveness of the proposed management strategies or interventions.

- 4 points: All agricultural facts, terminologies, diagnostic conclusions, and management recommendations are completely correct, comprehensive, and fully aligned with
expert consensus.

- 3 points: Minor inaccuracies or omissions in terminology, descriptive details, or management advice exist, but the core diagnostic conclusions and recommended
management practices remain accurate and effective.

- 2 points: Noticeable factual errors, misidentifications i i or i management suggestions. However, the response still demonstrates partial
accuracy or correctness in key aspects.

- 1 point: Major inaccuracies, such as significant confusion between diseases, pests, or plants, flawed causal logic, or incorrect management practices that could lead to
ineffective or detrimental outcomes.

- 0 points: Entirely incorrect, scientifically invalid, or significantly misleading claims without any alignment with expert consensus.

Definition: This how closely the model’s response matches the scope and focus of expert answers, ensuring it stays on-topic and avoids tangential
information. Responses that digress into unrelated agricultural knowledge or overlook critical points tied to the user’s query are considered less relevant.

- 4 points: The response perfectly mirrors the expert answer and directly addresses the query, using precise terminology and only including question-relevant information.
- 3 points: The answer is mostly aligned with the expert response and user query, with only minor tangents or slight omissions in details.

- 2 points: The response contains noticeable deviations or omissions compared to the expert answer, with several off-topic or less relevant points.

- 1 point: Significant misalignment with the expert answer and the query is evident. The response includes major irrelevant or incorrect content.

- 0 points: The answer is entirely off-topic, failing to reflect the expert response or address the user query.

Completeness Definition: Whether the model’s answer covers all key information points mentioned in expert answers to fully address the user’s inquiry. If the model omits
critical steps or precautions highlighted in expert answers, it is deemed incomplete. Emphasis is placed on: 1. Professional Terminology: Uses precise terms (e.g., names of
diseases, pests, invasive species). 2. Key Details: Includes comprehensive descriptions (e.g., lesion characteristics, pest behaviors, plant symptoms). 3. Logical Causal
Relationships: Fully explains connections (e.g., disease transmission, pest infestation mechanisms). 4. Management Recommendations: Details all necessary strategies and
precautions.

- 4 points: Covers all key points from the gold answer

- 3 points: Misses 1-2 minor details but addresses core aspects.

- 2 points: The response contains noticeable deviations or omissions compared to the expert answer.
-1 point: Omits a major component (e.g.,management recommendations).

- 0 points: Fails to address any key elements of the query.

Parsimony Definition: Whether the answer provides actionable guidance that directly addresses the user’s core needs, delivering a concise and unambiguous conclusion and
specific recommendations without extraneous technical details. The response should adhere to Occam’s Razor by avoiding unnecessary complexity and focusing only on what
is essential for understanding whether intervention is necessary and what exact steps (if any) need to be taken.

- 4 points: The answer is succinct, clear, and directly addresses the user’s concerns. It offers straightforward, practical guidance that is fully aligned with the visible evidence
without any unnecessary details. It embodies the principle of Occam’s Razor.

- 3 points: The answer is generally concise and practical, offering useful advice. However, it may include some extraneous details or slight ambiguity that only minimally
detracts from its overall clarity and directness.

- 2 points: The answer contains relevant information but is overly theoretical or detailed. Extra technical content obscures the key actionable recommendations, making the
response less concise and direct.

- 1 point: The answer is largely indirect or abstract, with a significant amount of unnecessary information. The lack of clarity in actionable guidance leaves the user uncertain
about whether any intervention is needed.

- 0 points: The answer fails to provide practical or actionable recommendations and is cluttered with superfluous details, completely missing the concise, straightforward
approach required by Occam’s Razor.

</Score Criteria>

Please only output the scores without any other content. You should output JSON with four keys, accuracy, relevance, completeness, parsimony.

Example:

{{ "accuracy": ..., "relevance";

., "completeness" ‘parsimony": ... }}

Figure 15: LLM As Judge prompts for MIRAGE-MMST Management Task.
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G.2 Evaluation Prompts for MIRAGE-MMMT

EVALUATION Reasoning LLMs As Judges prompt for MIRAGE-MMMT

You are an expert evaluator for an agricultural assistant system. Your job is to judge whether the model's predicted information and question are helpful and relevant to the
user's goal.

User Goal: {goal}
Gold decision: {gold_decision}
Model predicted decision: {pred_decision}
Gold known facts: {gold_known_facts}
Gold missing information: {gold_missing_information}
Model predicted known facts: {model_prediected_known_facts}
Model predicted missing info: {model_predicted_missing_info}
Model utterance: {utterance}
IMPORTANT EVALUATION INSTRUCTIONS:
- When comparing keys between gold known facts and model predictions, ignore formatting differences like underscores vs. spaces (e.g., "tree_type" and "tree type" should be
considered the same).
- Focus on the semantic content rather than exact string matching.
- For "missing" information lists, compare semantically rather than requiring exact wording. If two items cover the same information need but are phrased differently, consider
them a match.
Score the model based on the following criteria:
1. Known Accuracy (0-4):
- Score 4 if all gold known facts are correctly identified by the model (even if phrased differently)
- Reduce score proportionally for each missing or incorrect fact
- Keys with different formatting but same meaning (e.g., "tree_type" vs "tree type") should be considered matches
2. Missing Coverage (0-4):
- Score 4 if the model captures the meaning of all items from the gold missing list
- Compare semantically rather than requiring exact wording
- Reduce score proportionally for each missing concept
3. Spurious Entries:

- Answer "Yes'" if there are any irrelevant or incorrect entries in known or missing
- Answer "No" if all entries are relevant and correct

4. Goal Relevance of Utterance (0-4):
- Score 4 if the utterance is hl?]hly relevant to achieving the user's goal
- Focus only on relevance to the goal, not factual accuracy
- Consider whether the utterance asks for appropriate missing information or provides helpful guidance

5. Decision Accuracy (0 or 1):
- Score 1 if the model's decision matches the gold decision (considering semantic equivalence)
- Score 0 if the model's decision differs from the gold decision
- Decisions like "Clarify" vs "Ask for clarification" should be considered the same

Respond in this format:
<answer>

"known_accuracy": int, // from 0 to 4
"mlssmg coverag 2int, //from Oto 4

"spurious": "Yes" or "No

"utterance_goal_| relevance" int, // iromotu4

"decision. accurac?/ int // eithér 0 or

"explanation": "Defailed explanation of your scoring decisions"

</answer>

Figure 16: LLM As Judge prompts for MIRAGE-MMMT Prompt.
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H.1 Category-Wise Cases
H.1.1 Plant Identification (MMST Standard)

4[ Category: Plant Identification (MMST Standard Benchmark) Ji

User: Can you please tell me the name of this veggie? | got it from my Greek neighbour, who speaks no
English. If allowed to grow, it reaches about 3 ft or more. It grows well in Ontario, Canada, and for sure will grow
well in Michigan. | think this vegetable is nutritious and can be an additional gardening delight. If it is allowed to
seed, it will have a huge number of seeds. Here are pictures when it is still young and a picture of the seeds. |
do not want a generic name like \"spinach\" but a specific name to help me find its nutritional details.

Expert: The first image shows a healthy cluster of broad, soft, bright green leaves with slightly wrinkled surfaces
and a distinct triangular to oval shape, growing closely together from the soil. These leaves resemble those of
leafy greens used in cooking rather than typical spinach. The following two images depict dried seed stalks
densely packed with large, papery, flattened seed cases in a light to medium brown tone, each almost disc-like,
indicative of abundant seed production. These visual characteristics, along with your description of the plant
reaching more than 3 feet, thriving in Ontario and similar regions, and producing many seeds, strongly identify
this vegetable as Garden Orache (*Atriplex hortensis* L.). Garden Orache is an ancient leafy green prized in

Mediterranean and Greek cuisine, belonging to the Amaranth family, notable for its nutritious leaves that can be
cooked like spinach.

Entity Name: garden orache
Scientific Name: Atriplex hortensis L.
Common Names: Garden orache

Figure 17: An example for Plant Identification (MMST Standard).
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s7o0 H.1.2 Insect and Pest Identification (MMST Standard)

4[ Category: Insect and Pest Identification (MMST Standard Benchmark) ]7

User: ID help: Is this a checkerspot?

Expert: The butterfly in the image displays a vibrant orange and black pattern with intricate markings covering
the wings, including a series of smaller spots and lines that form a complex mosaic pattern. Its forewings and
hindwings have a distinct scalloped edge bordered with darker tones. These features match those of the Pearl
Crescent (Phyciodes tharos), a common butterfly often mistaken for checkerspots due to some similar color
traits. Unlike checkerspots, the Pearl Crescent typically shows finer and more lace-like black markings on an
orange background, as seen here. This butterfly is widespread in open areas such as fields and meadows and
is known for its association with aster plants as larval hosts. Therefore, based on the pattern and coloration, this
butterfly is confirmed as a Pearl Crescent and not a checkerspot.

Entity Name: pearl crescent
Scientific Name: Phyciodes tharos (Drury, 1773)
Common Names: Pearl crescent

Figure 18: An example for Insect and Pest Identification (MMST Standard).
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H.1.3 Plant Disease Identification (MMST Standard)

P

4[ Category: Plant Disease Identification (MMST Standard Benchmark) ]7

. v\

User: The top of my bare honeysuckle vine is growing well, however it gets spots and dies below.

Expert: The images show a honeysuckle vine with a distinct pattern: the top portion is flourishing with healthy
green leaves and bright orange flowers, while the lower portion is suffering significant dieback, with many
branches bare or covered in dead twigs and leaves. Closer views reveal numerous small brown to black spots
on the older leaves in the lower canopy, which likely represent fungal leaf spots. This type of symptom—healthy
growth at the top with decline below—is characteristic of leaf spot infections where the lower parts of the plant,
often shaded and wetter, provide ideal conditions for fungal pathogens to thrive, causing leaf tissue necrosis
and eventual dieback of stems. Given this, the most probable diagnosis is a leaf spot fungal disease causing
lower canopy decline. Management should focus on sanitation by removing and destroying all infected leaves
and twigs to reduce fungal inoculum. Improving airflow and sunlight penetration by pruning the vine will help
leaves dry faster and inhibit further disease development. Watering should avoid wetting foliage, ideally using
drip irrigation or watering at the base early in the day. Mulching while keeping it away from the stems can
reduce soil splash-borne pathogens and maintain consistent moisture without stressing the plant. Unless the
disease severely impacts the plant year after year, routine fungicide applications are not typically needed, but if
desired, preventive fungicides can be applied before symptoms develop, especially during wet weather. These
integrated cultural practices will help contain leaf spot spread and promote healthier honeysuckle growth from
top to bottom.

Entity Name: leaf spot
Scientific Name: Cucumber leaf spot virus
Common Names: angular leaf spot

Figure 19: An example for Plant Disease Identification (MMST Standard).
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H.1.4 Plant Disease Management (MMST Standard)

4[ Category: Plant Disease Management (MMST Standard Benchmark) ]7

User: Is it a fungus causing my miniature rose bushes to get black spots on the leaves and turn yellow, causing
them to fall off? They are currently only showing roses with no leaves, and it has just about killed one of them.
Please help me, it's not a bug as | have looked and can't see any.

Expert: Roses commonly get a fungal leaf spot that is called black spot of rose. Aimost all rose cultivars are
susceptible. Roses may be sprayed with a fungicide that acts preventatively to keep the foliage clear of the leaf
spot. There is no cure for spots that already occur. | suggest that you trim the small rose bush and discard the
trimmings when it has finished the first flush of blooms in late May. Also pick up those leaves that fall. This is
important in plant disease control. Then spray with a rose or flower and garden spray that lists roses on the
label. Spray according to the label and try to get good coverage to all leaves and twigs. You will need to spray
again in about 7 to 10 days. Avoid water on the leaves, but try to water the bush around the base of the plant.

Entity Name: black spot

Figure 20: An example for Plant Disease Management (MMST Standard).

H.1.5 Insect and Pest Management (MMST Standard)

4[ Category: Insect and Pest Management (MMST Standard Benchmark) ]7

User: What are the worms found in my pineapple plant's soil and on the plant? | repotted this 3-year-old indoor
pineapple plant in the spring and moved it outside when the weather was warmer. The soil was totally replaced
by bagged potting soil. Today | found these worms in the soil and on the plant. Should | treat the ground area
where | threw out the wormy soil? If so, with what?

Expert: These are millipedes, which are detritivores - they consume dead plant tissue and other organic matter.
They are harmless, though some species can secrete odorous and mildly irritating fluid from glands on their
bodies if disturbed. They should not harm the pineapple, but their presence might indicate the beginnings of rot
on the stem or in its roots. You can keep the pot raised off the deck/patio with 'pot feet,' which hold the bottom of
the pot an inch or so up to allow for better airflow and drainage. Millipedes are beneficial in the garden because
they help recycle dead plant matter and release nutrients into the soil, so no treatments are needed. Make sure
the pineapple is not being kept wet - they want the soil to dry out a fair amount between waterings, and need
bright light to thrive. Larger pots will stay wetter for longer after each soaking, so a smaller container might be
beneficial to avoid over-watering. If the pot sits on a saucer (which is not necessary outdoors), make sure it gets
emptied right away so the drained water does not re-absorb into the soil to drown the roots.

Entity Name: millipede

Figure 21: An example for Insect and Pest Management (MMST Standard).
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H.1.6 Plant Care and Gardening Guidance (MMST Standard)

—[Category: Plant Care and Gardening Guidance (MMST Standard Benchmark) Ji

¥

User: | got a goldflame spiraea and a gold mound about a month ago. They looked good but are now starting to
have leaves turn brown. It had been a drought year but | water them a lot. | see they have grown and keep
flowering. It seems the inside of the plant is dying on me. Any advice on why my spiraea is browning?

Expert: Spireas grow well in relatively warm and dry conditions. They do not want wet leaves or soggy soil
consistently, as this can lead to root rots or fungal leaf diseases. Your spirea may be getting too much moisture
from rain and watering. Never water overhead; apply water to the soil at the base of the plant. Most plants grow
well with about 1\" of water a week. Supplement rainfall by watering your spirea only when at least the top 1/2 to
1 inch of soil has dried out. Additionally, brush off loose leaves and remove dead leaves.

Entity Name: goldflame spiraea

—[Category: Weeds/Invasive Plants Management (MMST Standard Benchmark) ]7

Figure 22: An example for Plant Care and Gardening Guidance (MMST Standard).

H.1.7 Weeds/Invasive Plants Management (MMST Standard)

V%

Wy 2 et x a0 &%

User: Can you identify the plant in the attached pictures and suggest the best natural method for eradicating it
without using chemicals?

Expert: This looks like Ground Ivy (also called Creeping Charlie), and it's a common perennial weed that can be
difficult or slow to eradicate without chemicals. The simplest approach is to physically remove it either by hand
or with a hard-tined rake (the roots pull up somewhat easily), and then to keep removing any foliage regrowth as
soon as it's detected. Eventually, the plants should exhaust their supplies of stored root energy if you can keep it
from producing new leaves. If there is little left in the way of lawn or other desirable plants among the Ground
Ivy stems, then digging out the entire patch might be faster. Or, you can smother it by denying the Ground Ivy
light by covering the patch with dark landscape fabric. Removing what foliage and stems you can and then
covering the area with fabric might be a better approach, so the leaf removal weakens the plant first and then
the fabric slows its ability to regrow. In either event, pieces of rooted stem left behind can resprout, but as long
as they're dealt with promptly, the faster the plant will succumb and stop returning. If growing in lawn, this weed
usually prefers sites too shady or damp to support good grass growth, so it might be worth looking into lawn
alternatives like a different kind of groundcover to keep the weeds from returning from seed since grass will
always struggle to out-compete weeds when growing in challenging conditions. If growing in a garden bed,
making sure exposed soil is mulched or is growing a vigorous (but not weedy) groundcover can help prevent
future outbreaks.

Entity Name: Ground Ivy

Figure 23: An example for Weeds/Invasive Plants Management (MMST Standard).
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H.1.8 Plant Disease Management (MMST Contextual)

—[ Category: Plant Disease Management (MMST Contextual Benchmark) ]—

I T AIT v s

User: | spray our “dwarf” flowering cherry each fall and early spring with copper and then sulfur with usually
questionable results trying to mitigate shot-hole issues with the first leaf-out. But for some years the tree
endures leaf wilt the week after blossom fall/leaf-out, with entire branches exhibiting dying new leaves. It's about
the same time as | try to spray draconil for leaf spot, but as usual once again this year the wilt is occurring prior
to that. Some branches exhibit resin bursts in places. I'm inclined to think it may be some pest or microbial
invader, shutting off nutrient flow to the branch. Wilting starts at the new leaf-outs at the branch terminus and
progresses quickly up-stem, but may stop short of the limb base allowing prior leaf nodules to grow normally. I'm
tired of having to prune dead branches out each spring and summer, and wonder if there’s a systemic or
sprayed-on pesticide | should be using for flowering cherry limb/twig wilt. Half the limbs die-back each mid-April,
although many revitalize for the second leaf-out, in a few weeks, making it hard to decide right now what to
prune out. (asked at 2020-04-16 03:20:40, Clackamas County, Oregon)

Expert: Your flowering cherry is experiencing symptoms consistent with both fungal (such as brown rot) and
bacterial (specifically bacterial canker caused by Pseudomonas syringae pv. syringae) diseases, both of which
are challenging to control, especially in the Willamette Valley's cool, wet climate.\n\nBacterial canker often
causes buds not to open, dark brown or greasy spots that become shot holes, blackened shoots, branch
cankers, sudden wilting of leaves (especially during hot weather), and resin exudation from canker sites. When
infection becomes systemic, new leaves may emerge smaller and discolored, and affected branches or even
the whole tree may decline or die. These symptoms match your description of branch tip dieback, leaf wilt soon
after blossom fall, and resin bursts on branches.\n\nChemical sprays like copper and sulfur, or even
chlorothalonil (Daconil), provide questionable results because copper-resistant bacteria are common, and
fungicides do not address bacterial pathogens. Chemical options are limited: fixed copper can be applied before
fall rains, during leaf fall, and again late dormant season, but results may not be reliable; there are also products
like Arbor-OTC (for trunk injection) and Junction (a copper plus mancozeb product), but even these have
variable success and should be used according to label directions.\n\nCultural management is your most
effective approach:\n- Prune out cankered or dead branches in dry weather, ideally late dormant season or in
summer, to reduce the spread of bacteria and fungi. Disinfect pruning tools between each cut using 10% bleach
or 70% rubbing alcohol.\n- Remove and destroy severely infected trees, as older, heavily diseased cherries can
serve as inoculum sources.\n- When replanting, choose disease-resistant cultivars if available.\n\nGiven the
persistent and severe dieback you are experiencing, consider whether the effort of annual pruning and ongoing
chemical treatments is worthwhile. In some cases, replacement with a more disease-resistant tree may be more
successful in the long term. If you choose to retain the tree, be vigilant with pruning and sanitation. There are
currently no fully effective systemic or sprayed pesticides for controlling limb/twig wilt from bacterial canker or
brown rot in flowering cherry.

Entity Name: bacterial canker

Location Related: True

Location Related Analysis: The expert answer specifies the Willamette Valley's cool, wet climate as a
contributing factor to the disease affecting the flowering cherry tree. This is new location-specific context not
mentioned by the user, indicating location-dependent advice relevant to the question.

Time Related: False

Time Related Analysis: The expert response discusses diseases and treatment options relevant to the
user’s description without referencing any timing or seasonal conditions that were not already mentioned by the
user. The expert’s advice on pruning times (late dormant season or summer) and application periods for copper
are general practices and do not rely on knowing the current date or season. The expert does not mention
recent or current climatic conditions or specific timing that influences their answer directly. Therefore, the
expert's answer does not appear to depend on the question's timestamp information.

Figure 24: An example for Plant Disease Management (MMST Contextual).
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H.1.9 Insect and Pest Management (MMST Contextual)

—[ Category: Insect and Pest Management (MMST Contextual Benchmark) J—

User: We have a large amount of black invasive caterpillars on our property this year that may be harming our
trees. Can you help me identify them, and let us know if we need to take any action? (asked at 2021-06-18
16:34:58, Muskegon County, Michigan)

Expert: The caterpillars in your photos are Spongy moth caterpillars (Lymantria dispar), formerly known as
Gypsy moths. These insects can cause noticeable damage to trees, particularly during outbreak years when
caterpillar populations are high. The level of harm to your trees depends on several factors, including how many
caterpillars are present, the tree species affected, and local weather conditions.\n\nMost deciduous trees can
tolerate one or two years of defoliation without lasting impact, as they are generally able to regrow their leaves.
However, evergreen species such as spruce and pine are more vulnerable —significant defoliation in a single
season can cause lasting damage or even kill these trees. While spongy moth caterpillars typically prefer
deciduous trees, during times of population spikes they may feed on evergreens as well.\n\nlf you have only
recently noticed the caterpillars or they are not excessively numerous, most deciduous trees should recover.
However, if high numbers persist for multiple years or you observe feeding on evergreens, intervention is
recommended. Management options include monitoring for egg masses to predict next year's population,
applying Bacillus thuringiensis kurstaki (Btk), and using physical barriers like tree bands to limit caterpillar
movement.\n\nlt is advisable to regularly inspect your property, particularly at outbreak times, and take action if
you have vulnerable trees or repeated infestations. Addressing heavy infestations early can help minimize tree
damage and reduce nuisance around your home.

Entity Name: spongy moth caterpillar

Location Related: False

Location Related Analysis: The expert's answer provides detailed information about the spongy moth
caterpillars, their impact on different tree species, and general management practices. It does not mention any
specific or vague locations, local regulations, or location-dependent advice that was not introduced by the user.
The user's question already includes the context of 'our property', which refers to their personal space and is not
counted as a geographic location per the guidelines. Therefore, the answer is not location-related.

Time Related: True

Time Related Analysis: The expert references 'outbreak years,' and advises monitoring egg masses to
predict next year's population, which implies using current population dynamics and timing to inform
management. The advice to inspect property particularly at outbreak times and take action early suggests the
expert is using knowledge of the current year's infestation timing to guide recommendations that depend on
when the question was asked. This indicates time-related information critical to their guidance.

Figure 25: An example for Insect and Pest Management (MMST Contextual).
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H.1.10 Plant Care and Gardening Guidance (MMST Contextual)

—[ Category: Plant Care and Gardening Guidance (MMST Contextual Benchmark) J—

%

User: | have considered the options of planting crops on the property at my location. A farmer in the area
recommended that | grow and harvest hemp given the location of the land. | am looking for additional
information on hemp harvest. (asked at 2022-08-24 12:01:51, Kent County, Michigan)

Expert: At this point, hemp production is still a risky venture given the current markets. Most licenses for hemp
growers in Michigan were for those producing hemp for CBD or other cannabinoids, while very few indicated
they planned to grow grain or fiber hemp. There are no processing facilities for grain or fiber in the state to my
knowledge, so farmers are shipping those to other states. The profit margin for grain and fiber is fairly low - the
University of Kentucky has put together enterprise budgets for various types of hemp production. Growing hemp
for CBD has a greater likelihood of profit, assuming that you have a buyer in hand, preferably with a contract,
prior to planting. It is generally more lucrative to take the biomass (flower and leaves where the CBD is found)
further along the value chain by having it processed yourself and selling the crude oil or isolate yourself - again,
if you have a buyer for those products in hand. The initial fervor around hemp in 2019 died down considerably
after that first year when prices for end-products drastically declined. The license to grow hemp, which you
would obtain from the Michigan Department of Agriculture and Rural Development, is $1250 each year, and you
would need the processor/handler license in addition at $1350/year if you planned to do any level of processing.

Entity Name: hemp

Location Related: True

Location Related Analysis: The expert answer mentions specific locations such as 'Michigan' and
provides location-dependent regulations regarding hemp production and licensing. This introduces significant
location-specific information that was not referenced by the user in their question.

Time Related: True

Time Related Analysis: The expert response addresses the current market conditions and logistical
concerns associated with hemp production in Michigan. References to 'At this point,' ‘current markets,' and
historical context from 'after that first year when prices for end-products drastically declined' suggest that the
advice relies on the expert's knowledge of recent developments in the hemp industry, indicating reliance on
recent temporal information not provided by the user’s inquiry.

Figure 26: An example for Plant Care and Gardening Guidance (MMST Contextual).
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s79  H.1.11 Weeds/Invasive Plants Management (MMST Contextual)

—[ Category: Weeds/Invasive Plants Management (MMST Contextual Benchmark) J—

User: | reside in the Sykesville/Woodbine area of Carroll. | need to revitalize my lawn. | need to weed, feed,
then seed. | am seeking suggestions. There are a variety of weeds in my lawn. There are areas that are laced
with rocks - a sort of shale. If possible, | would like to start this process ASAP. Is it advisable to begin weeding
now, 8/17/13? When may | begin feeding then seeding? (asked at 2013-08-17 19:39:59, Carroll County,
Maryland)

Expert: To revitalize your lawn in the Sykesville/Woodbine area, especially with a variety of weeds and rocky
sections, start by controlling weeds using appropriate selective broadleaf herbicides. Many effective weed
control products require you to wait a few weeks before reseeding; review and precisely follow the label
instructions for any chosen herbicide, particularly regarding application timing and intervals before seeding.
Based on your lawn’s current condition—where much of the area is covered in a clover-like weed—consider
whether the desirable turf covers at least 50% of the area. If not, a complete renovation may be more effective
than spot treatment. Generally, late summer into early fall is the best time to feed and seed cool-season lawns
in Maryland, as soil temperatures remain warm and moisture availability typically improves. Remove as many
rocks as possible in the affected areas to ensure good seed-to-soil contact. Begin your weed control now, then
proceed with fertilization and seeding as soon as the waiting period after herbicide application concludes.
Always ensure thorough watering after seeding and maintain consistent moisture for best seed germination and
turf establishment. Proceed stepwise: weed control now, fertilize and seed after the herbicide waiting period has
elapsed, and consider full renovation if the turf is mostly weeds.

Location Related: True

Location Related Analysis: The expert answer refers specifically to the 'Sykesville/Woodbine area' and
provides timing and treatment recommendations tailored for that location. Although the user mentions the
location, the expert also gives timing advice linked to the local climate and conditions in Maryland, which
constitutes location-dependent advice not fully explicit in the question. Therefore, this is classified as location-
related.

Time Related: False

Time Related Analysis: The expert's response provides general advice about lawn care timing such as
'late summer into early fall is the best time to feed and seed cool-season lawns in Maryland,' which is standard
agronomic knowledge rather than specific to the current date. Although the user explicitly mentions the date
8/17/13, the expert does not reference the current date specifically or tailor the advice uniquely based on it. The
recommendations about waiting periods after herbicide application and stepwise treatment are generic and
apply regardless of the exact time the question was asked.

Figure 27: An example for Weeds/Invasive Plants Management (MMST Contextual).
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sso  H.2 Examples of Reasoning LLM as a Judge
gs1  H.2.1 MMST Identification Task

Instrution: Please answer the following user question. You should first analyze the provided image, mentioning
any visible clues or observations. Then, present the identification result. Write the entire content as one
coherent paragraph (analysis + results).

User: Is this mustard? Pics taken end of May 2023.

Expert: The images reveal a plant with clusters of small, bright yellow flowers arranged in a raceme, typical of
the Brassicaceae family. The leaves are notably lobed and somewhat spiny or toothed, distinguishing it from
typical mustard species which usually have smoother or less deeply lobed leaves. The overall growth habit is
upright with several flowering stalks emerging from a basal rosette. These combined characteristics indicate the
plant is not a true mustard but rather . This species is often mistaken
for mustard due to its yellow flowers, yet it is distinct in its leaf morphology and is known to be a weed with toxic
properties, especially hazardous to horses.

Scientific Name: Barbarea vulgris (L.) W.T. Aiton
Common Names: Common Wintercress, Yellow Rocket

GPT-4.1: In analyzing the provided images, | observe plants with clusters of small, bright yellow flowers at the
top of slender green stems. The leaves visible in the image are broad with noticeable lobes, and the flowers
appear in dense, rounded clusters. These characteristics—yellow, four-petaled flowers, and lobed leaves—are
commonly seen in Wild' mustard (Sinapis'arvensis) or a related species in the mustard family (Brassicaceae).
The timing of the photos at the end of May aligns with the blooming period for wild mustard in many regions.
Based on these visual clues, it is likely that the plants shown in your images are indeed a type of wild mustard,
although precise identification down to the exact species would require a closer look at seed pods, leaf
structure, and growth habit. Generally, your plant strongly resembles a wild mustard rather than another yellow-
flowered weed.

Expert II [ Judge (DeepSeek-R1-Distill-Llama-70B)
GPT-4.1 ID Label Thinking: Alright, | need to evaluate the model's response based on the given score criteria. Let's start by
Aligned Reasoning looking at the Identification Accuracy.

Misaligned Reasoning
The expert identified the plant as (Common Winter Cress (Barbareavalgaris), and the correct entity name is
\"common winter cress.\" The model, however, identified it as wild mustard (Sinapis arvensis), which is a
Reasoning LLM as a| | different species. Since the model's answer doesn't match the expert's identification or any of the
Judge for MMST common names provided, the Identification Accuracy should be 0.
Identification Task

Next, for Reasoning Accuracy, I'll assess how well the model's analysis aligns with the expert's reasoning. The
model mentioned clusters of small yellow flowers, which the expert also noted, and lobed leaves, which the
expert described as spiny or toothed. However, the expert made a distinction based on the leaf morphology,
pointing out that mustard usually has smoother leaves. The model didn't mention this key difference and instead
focused on similarities with wild mustard. The model's reasoning is partially correct but misses crucial
details that led the expert to a different conclusion. Therefore, the Reasoning Accuracy would be 2
points because it mentions some key clues but lacks the depth and causal links needed for a higher
score.

Score: {"identification_accuracy": 0, "reasoning_accuracy": 2}

Figure 28: An example illustrating LL.M-as-a-Judge framework for MMST Identification Task. The
DeepSeek-R1-Distill-Llama-70B judge evaluates both the correctness of the model’s prediction and
the quality of its reasoning, providing an interpretable feedback.
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g2 H.2.2 MMST Management Task

User: What are these odd bugs that are eating the rose of Sharon? | have tried soap, seven, water spraying but
nothing gets them.

Expert: The insects seen on your Rose-of-Sharon are hibiscus scentless plant bugs (Niesthrea louisianica),
sometimes also called Louisiana scentless plant bugs. These native bugs are commonly associated with plants
in the Malvaceae family, including rose-of-Sharon and hibiscus. Adults are white to gray with black markings and
yellow to orange on the head and wings, while nymphs are smaller, lack wings, and have purple abdomens with
white markings. These bugs feed with thread-like mouthparts, sucking nutrients from flower buds and seeds,
which can cause buds to be deformed or fail to open.\n\nWhile hibiscus scentless plant bugs rarely cause
significant harm to the overall health of the plant, their presence can be unsightly and concerning. Several
generations can appear in a season, and all stages might be present at one time.\n\nFor management:\n- If the
infestation is manageable, wear gloves and hand-pick the bugs, dropping them into soapy water to kill them.\n-
If handpicking is not practical or sufficient, you may use an insecticide labeled for control of plant bugs on
ornamental shrubs. Insecticidal soap or horticultural oil are effective options.\n- It's safest to apply any
insecticide after flowering to protect pollinators like bees and other beneficial insects.\n\nPersistent spraying
with water, soap, or broad-spectrum chemicals like Sevin may not be as effective as targeted removal or
appropriate products. Always avoid spraying open flowers.\n\nlf you need further help, contact your local
Cooperative Extension Center. Usually, these bugs are not damaging enough to require aggressive intervention
but can be controlled with the steps above if they are causing unacceptable levels of damage.

GPT-4.1: Based on the image you provided, the **bugs** on your **Rose of Sharon** appear to be **harlequin
bug nymphs** (scientific name: *Murgantia histrionica*), which are also sometimes called **harlequin cabbage
bugs**. \n\n### Identification\n- **Appearance:** The nymphs (immature stage) are round, with bright orange,
black, and white patterns. Adults are shield-shaped and also have striking red, orange, and black markings.\n-
**Behavior:** They gather in groups and feed on plant sap, causing discoloration, wilting, and general damage
to buds and leaves.\n\n### Why Aren't Typical Methods Working?\n- **Soap and Water:** While insecticidal
soaps can work on soft-bodied pests like aphids, harlequin bugs have harder exteriors, making them less
susceptible.\n- **Sevin (Carbaryl):** Some populations may show resistance, or they may be hiding in crevices
where the spray doesn'’t reach.\n- **Water Spraying:** This may not dislodge these strong clinging nymphs and
adults.\n\n---\n\n## **How to Control Harlequin Bugs**\n\n### **1. Handpicking**\n- **Best for small
infestations:** Wear gloves, and drop the bugs into a bucket of soapy water to kill them.\n\n### **2. Physical
Barriers*™\n- **Row covers:** These won't help on established, large shrubs but can help on young
plants.\n\n### **3. Botanical Insecticides**\n- **Pyrethrin sprays** can be somewhat effective. Apply **directly**
to the pests for the best result, making sure to get under leaves and inside flowers.\n- **Neem oil** may also
help disrupt their development.\n\n### **4. Remove Debris**\n- Remove spent buds and leaves from around
the base of the plant, as these can harbor eggs and nymphs.\n\n### **5. Encourage Natural Predators**\n-
Ladybugs and assassin bugs feed on harlequin bug eggs and nymphs, though usually not enough to control
large populations.\n\n### **6. Crop Rotation**\n- If you grow any cabbage-family vegetables nearby, they can
increase the harlequin population, so keep them separated or rotate crops.\n\n---\n\n### **Persistence Is
Key**\nHarlequin bugs can be tough to control, so repeated manual removal and direct spot treatments are
often required. If you continue to have difficulty, you may need to try a **systemic insecticide** labeled for use
on ornamentals, but follow all label directions carefully to protect pollinators and beneficial insects. \n\nlf you
need more help with specific treatment options or identifying insecticide products, let me know!

Judge (DeepSeek-R1-Distill-Llama-70B)
Thinking: Okay, | need to evaluate the model's response based on the expert's answer using the four criteria:
accuracy, relevance, completeness, and parsimony. Let me go through each one step by step.

Aligned Reasoning
Misaligned Reasoning

First, for accuracy. The expert identified the bugs as hibiscus scentless plant bugs (Niesthrea louisianica),

while the model identified them as harlequin bug nymphs (Murgantia histrionica). This is a clear

Reasoning LLM as a misidentification, so that's a significant error. However, the model's management suggestions are somewhat
Judge for MMST appropriate, like handpicking and using insecticidal soap, which aligns with parts of the expert's advice. But the
Manag: 1t Task pecies identification is wrong, which affects the diagnosis. So, | think accuracy would be low, maybe 1

point because of the major error.

Next, relevance. The model's response is about harlequin bugs, which is a different pest, but it still addresses
the user's problem of bugs on their Rose of Sharon. It stays on-topic in trying to help but discusses the wrong
species. So, it's somewhat relevant but not fully aligned. I'd give it 2 points because it's on-topic but
misidentifies the pest.

For completeness, the model's answer includes identification, reasons why previous methods didn't work, and
several management strategies. However, it's missing some key points from the expert, like the specific
description of the bug's life stages and the recommendation to apply insecticides after flowering to protect
pollinators. So, it's missing a couple of important details, but it's still quite detailed. | think completeness would
be 2 points because it's missing some key elements.

Lastly, parsimony. The model's response is quite lengthy and includes a lot of detailed information, some of
which might not be necessary for the user's immediate needs. While it's comprehensive, it could be more
concise. The expert's answer is more straightforward and to the point. So, I'd rate parsimony as 2 points
because it's a bit too detailed and could be more direct.

Score: {"accuracy": 1, "relevance”: 2, "completeness": 2, "parsimony": 2"}

Figure 29: An example illustrating LLM-as-a-Judge framework for MMST Management Task.
The DeepSeek-R1-Distill-Llama-70B judge evaluate the accuracy, relevance, completeness, and
parsimony, providing an interpretable feedback.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In our abstract and introduction we introduce the MIRAGE benchmark and
highlight the findings on VLMs. We present our work on the same in the paper.

Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including
the contributions made in the paper and important assumptions and limitations. A
No or NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect
how much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Yes, we highlight the limitations of our work in the concluding part of the
paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The
authors should reflect on how these assumptions might be violated in practice and
what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach
was only tested on a few datasets or with a few runs. In general, empirical results
often depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the
approach. For example, a facial recognition algorithm may perform poorly when
image resolution is low or images are taken in low lighting. Or a speech-to-text
system might not be used reliably to provide closed captions for online lectures
because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

« If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used
by reviewers as grounds for rejection, a worse outcome might be that reviewers
discover limitations that aren’t acknowledged in the paper. The authors should use
their best judgment and recognize that individual actions in favor of transparency
play an important role in developing norms that preserve the integrity of the
community. Reviewers will be specifically instructed to not penalize honesty
concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: Our paper is highly empirical, and as such, we don’t propose any theories or
propose theoretical findings in this work.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and
cross-referenced.

* All assumptions should be clearly stated or referenced in the statement of any
theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We release the dataset and code associated with this work for reproducibility
purposes. This benchmark will be completely open-sourced.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various
ways. For example, if the contribution is a novel architecture, describing the
architecture fully might suffice, or if the contribution is a specific model and
empirical evaluation, it may be necessary to either make it possible for others
to replicate the model with the same dataset, or provide access to the model. In
general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate
the results, access to a hosted model (e.g., in the case of a large language model),
releasing of a model checkpoint, or other means that are appropriate to the research
performed.

* While NeurIPS does not require releasing code, the conference does require all
submissions to provide some reasonable avenue for reproducibility, which may
depend on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should
describe the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there
should either be a way to access this model for reproducing the results or a
way to reproduce the model (e.g., with an open-source dataset or instructions
for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which
case authors are welcome to describe the particular way they provide for
reproducibility. In the case of closed-source models, it may be that access to
the model is limited in some way (e.g., to registered users), but it should be
possible for other researchers to have some path to reproducing or verifying
the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We release our data on huggingface and code on github with extensive docu-
mentation on how to setup environments and run experiments.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might
not be possible, so “No” is an acceptable answer. Papers cannot be rejected simply
for not including code, unless this is central to the contribution (e.g., for a new
open-source benchmark).

* The instructions should contain the exact command and environment needed to
run to reproduce the results. See the NeurIPS code and data submission guide-
lines (https://nips.cc/public/guides/CodeSubmissionPolicy) for more
details.

* The authors should provide instructions on data access and preparation, including
how to access the raw data, preprocessed data, intermediate data, and generated
data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible,
they should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to
the paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We share our experimental settings in detail in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemen-
tal material.
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7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Given the nature of this work, we conduct several statistical tests to ensure the
significance of our results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments
that support the main claims of the paper.

» The factors of variability that the error bars are capturing should be clearly stated
(for example, train/test split, initialization, random drawing of some parameter, or
overall run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard
error of the mean.

 Itis OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the
hypothesis of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables
or figures symmetric error bars that would yield results that are out of range (e.g.
negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text
how they were calculated and reference the corresponding figures or tables in the
text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide details on which compute machines were used for our experimen-
tation.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal
cluster, or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, the work conforms to the code of ethics.

61


https://neurips.cc/public/EthicsGuidelines

1082

1083
1084

1085
1086

1087
1088

1089

1090
1091

1092

1093

1094

1095

1096
1097

1098
1099
1100
1101

1102
1103
1104
1105
1106
1107
1108

1109
1110
1111
1112

1113
1114
1115
1116
1117

1118

1119
1120
1121

1122

1123

1124

1125

1126
1127
1128
1129

1130
1131

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of
Ethics.

o If the authors answer No, they should explain the special circumstances that require
a deviation from the Code of Ethics.

e The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Yes, the paper addresses the broader implications of this work.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended
uses (e.g., disinformation, generating fake profiles, surveillance), fairness consider-
ations (e.g., deployment of technologies that could make decisions that unfairly
impact specific groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not
tied to particular applications, let alone deployments. However, if there is a direct
path to any negative applications, the authors should point it out. For example, it
is legitimate to point out that an improvement in the quality of generative models
could be used to generate deepfakes for disinformation. On the other hand, it is not
needed to point out that a generic algorithm for optimizing neural networks could
enable people to train models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology
is being used as intended and functioning correctly, harms that could arise when
the technology is being used as intended but gives incorrect results, and harms
following from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible
mitigation strategies (e.g., gated release of models, providing defenses in addition
to attacks, mechanisms for monitoring misuse, mechanisms to monitor how a
system learns from feedback over time, improving the efficiency and accessibility
of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]
Justification: To prevent data leakage we adopt a release protocol.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released
with necessary safeguards to allow for controlled use of the model, for example by
requiring that users adhere to usage guidelines or restrictions to access the model
or implementing safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The
authors should describe how they avoided releasing unsafe images.
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12.

13.

14.

* We recognize that providing effective safeguards is challenging, and many papers
do not require this, but we encourage authors to take this into account and make a
best faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes, we have made sure that the work is credited appropriately.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or
dataset.

* The authors should state which version of the asset is used and, if possible, include
a URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms
of service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in
the package should be provided. For popular datasets, paperswithcode.com/
datasets has curated licenses for some datasets. Their licensing guide can help
determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license
of the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out
to the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have discussed in detail about the source, curation and schema of our
dataset.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of
their submissions via structured templates. This includes details about training,
license, limitations, etc.

* The paper should discuss whether and how consent was obtained from people
whose asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We didn’t do human experiments.

Guidelines:
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1180 » The answer NA means that the paper does not involve crowdsourcing nor research
1181 with human subjects.

1182 * Including this information in the supplemental material is fine, but if the main
1183 contribution of the paper involves human subjects, then as much detail as possible
1184 should be included in the main paper.

1185 * According to the NeurIPS Code of Ethics, workers involved in data collection,
1186 curation, or other labor should be paid at least the minimum wage in the country of
1187 the data collector.

1188 15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
1189 Subjects

1190 Question: Does the paper describe potential risks incurred by study participants, whether
1191 such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
1192 approvals (or an equivalent approval/review based on the requirements of your country or
1193 institution) were obtained?

1194 Answer: [NA]

1195 Justification: We didn’t do any experiments with human subjects/participants.

1196 Guidelines:

1197 » The answer NA means that the paper does not involve crowdsourcing nor research
1198 with human subjects.

1199 * Depending on the country in which research is conducted, IRB approval (or equiv-
1200 alent) may be required for any human subjects research. If you obtained IRB
1201 approval, you should clearly state this in the paper.

1202 * We recognize that the procedures for this may vary significantly between institutions
1203 and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and
1204 the guidelines for their institution.

1205 * For initial submissions, do not include any information that would break anonymity
1206 (if applicable), such as the institution conducting the review.
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