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Abstract

Off-policy evaluation (OPE) aims to estimate the performance of hypothetical
policies using data generated by a different policy. Because of its huge potential
impact, there has been growing research interest in OPE. There is, however, no real-
world public dataset that enables the evaluation of OPE, making its experimental
studies unrealistic and irreproducible. With the goal of enabling realistic and
reproducible OPE research, we publicize Open Bandit Dataset collected on a large-
scale fashion e-commerce platform, ZOZOTOWN. Our dataset is unique in that
it contains a set of multiple logged bandit feedback datasets collected by running
different policies on the same platform. This enables realistic and reproducible
experimental comparisons of different OPE estimators for the first time. We also
develop Python software called Open Bandit Pipeline to streamline and standardize
the implementation of batch bandit algorithms and OPE. Our open data and pipeline
will contribute to the fair and transparent OPE research and help the community
identify fruitful research directions. Finally, we provide extensive benchmark
experiments of existing OPE estimators using our data and pipeline. The results
open up essential challenges and new avenues for future OPE research.

1 Introduction

Interactive bandit systems (e.g., personalized medicine, ad/recommendation/search platforms) pro-
duce log data valuable for evaluating and redesigning the system. For example, the logs of a news
recommendation system records which news article was presented and whether the user read it,
giving the system designer a chance to make its recommendations more relevant. Exploiting log
bandit data is, however, more difficult than conventional supervised machine learning: the result
is only observed for the action chosen by the system, but not for all the other actions that the sys-
tem could have taken. The logs are also biased in that they overrepresent the actions favored by
the system. A potential solution to this problem is an A/B test that compares the performance of
counterfactual systems in an online environment. However, A/B testing counterfactual systems is
often difficult because deploying a new policy is time- and money-consuming and entails the risk
of failure. This leads us to the problem of off-policy evaluation (OPE), which aims to estimate the
performance of a counterfactual (or evaluation) policy using only log data collected by a past (or
behavior) policy. OPE allows us to compare the performance of candidate counterfactual policies
without implementing A/B tests and contributes to safe policy improvements. Its applications range
from contextual bandits [2} [16] [17} 2328 [30} 31} 32,136, 139] and reinforcement learning in the web
industry [[7, 113} 14} 119,133} 134} 40] to other social domains such as healthcare [22] and education [20].
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Issues with current experimental procedures. Although the research community has produced
theoretical breakthroughs, the experimental evaluation of OPE remains primitive. Specifically, it lacks
a public benchmark dataset for comparing the performance of different methods. Researchers often
validate their methods using synthetic simulation environments [[14}19}136,138,140]]. A version of the
synthetic approach is to modify multiclass classification datasets and treat supervised machine learning
methods as bandit policies to evaluate the estimation accuracy of OPE estimators [, [7, 137, 39]. An
obvious problem with these studies is that they are unrealistic because there is no guarantee that their
simulation environment is similar to real-world settings. To solve this issue, some previous works use
proprietary real-world datasets 18, [10, 123} 24]]. Because these datasets are not public, however, the
results are irreproducible, and it remains challenging to compare their methods with new ideas in a
fair manner. This contrasts with other domains of machine learning, where large-scale open datasets,
such as the ImageNet dataset [4]], have been pivotal in driving objective progress [6, 9} [11} [12].

Contributions. Our goal is to implement and evaluate OPE in realistic and reproducible ways.
To this end, we release the Open Bandit Dataset, a set of logged bandit feedback datasets collected
on the ZOZOTOWN platform[] Z0OZOTOWN is the largest fashion e-commerce platform in Japan,
with an annual gross merchandise value of over 3 billion US dollars. When the platform produced
the data, it used Bernoulli Thompson Sampling (Bernoulli TS) [35] and uniform random (Random)
policies to recommend fashion items to users. The dataset includes a set of multiple logged bandit
feedback datasets collected during an A/B test of these bandit policies. Having multiple log datasets
is essential because it enables data-driven evaluation of the estimation accuracy of OPE methods as
we show in Section[3]

In addition to the dataset, we also implement Open Bandit Pipeline, an open-source Python software
including a series of modules for implementing dataset preprocessing, policy learning methods, and
OPE estimators. Our software provides a complete, standardized experimental procedure for OPE
research, ensuring that performance comparisons are fair, transparent, and reproducible. It also
enables fast and accurate OPE implementation through a single unified interface, simplifying the
practical use of OPE.

Using our dataset and pipeline, we perform an extensive benchmark experiment on existing estimators.
Specifically, we implement this OPE experiment by using the log data of one of the policies (e.g.,
Bernoulli TS) to estimate the policy value of the other policy (e.g., Random) with each OPE estimator.
We then assess the accuracy of the estimator by comparing its estimation with the policy value
obtained from the data in an on-policy manner. This type of data-driven evaluation of OPE is possible
with our dataset, because it contains multiple different logged bandit feedback datasets. Our unique
real-world dataset thus allows us to conduct the first empirical study comparing a variety of OPE
estimators in a realistic and reproducible manner. In the benchmark experiment, we obtain the
following observations:

* The estimation performances of all OPE estimators drop significantly when they are applied
to estimate the future (or out-sample) performance of a new policy.

* The estimation performances of OPE estimators heavily depend on the experimental settings
and hyperparameters.

These empirical findings lead to the following future research directions: (i) improving out-of-
distribution estimation performance and (ii) developing methods to identify appropriate OPE estima-
tors with only logged bandit data.

We summarize our key contributions as follows:

* Dataset Release: We build and release the Open Bandit Dataset, a set of multiple logged
bandit feedback dataset to assist realistic and reproducible research on OPE (comparison of
estimation performance of different OPE estimators).

* Software Implementation: We implement Open Bandit Pipeline, an open-source Python
software that helps practitioners implement OPE to evaluate their bandit systems and
researchers compare different OPE estimators in a standardized manner.

* Benchmark Experiment: We perform comprehensive benchmark experiments on existing
OPE methods and indicate critical challenges in future research.

"https://corp.zozo.com/en/service/



2 Off-Policy Evaluation

Setup. We consider a general contextual bandit setting. Let r € [0, ry,.x] denote a reward variable
(e.g., whether a fashion item as an action results in a click). We let x € X’ be a context vector (e.g.,
the user’s demographic profile) that the decision maker observes when picking an action. Rewards
and contexts are sampled from unknown distributions p(r | , a) and p(x), respectively. Let A be a
finite set of actions. We call a function 7 : X — A(A) a policy. It maps each context z € X into a
distribution over actions, where 7(a | x) is the probability of taking action a given context x.

Let D := {(x,as, )}, be the historical logged bandit feedback with 7" rounds of observations.
a; is a discrete variable indicating which action in A4 is chosen in round ¢. r; and x; denote the
reward and the context observed in round ¢, respectively. We assume that a logged bandit feedback
is generated by a behavior policy my as {(z¢, ap, 7))}y ~ Hthl p(xe)mp(ag | z)p(rs | x4, ap),
where each triplet is sampled independently from the product distribution. We sometimes use
Ep[f] := |D|~! 2 (xe,a0,)ep | (T, az, 1) to denote the empirical expectation over D.

Estimation Target and Estimators. We are interested in using historical logged data to estimate
the following policy value of any given evaluation policy ., which might be different from 7:

Vi(me) = E(z,a,r)~p(e) e (alz)p(rlz,a) [T]-

Estimating V (7, ) before implementing 7 in an online environment is valuable because 7, may
perform poorly and damage user satisfaction.

The aim of OPE is to estimate V() using only D as V(r.) ~ V(m.; D) where V is an OPE
estimator. We define the existing OPE methods such as Direct Method (DM) [1], Inverse Probability
Weighting (IPW) [26] 28], Doubly Robust (DR) [5]], and some other advanced methods in Appendix [B]

3 Open-Source Dataset and Pipeline

Motivated by the paucity of real-world datasets and implementations enabling the data-driven
evaluation of OPE, we release the following open-source dataset and software.

Open Bandit Dataset. Our open-source dataset is a set of multiple logged bandit feedback datasets
provided by ZOZO, Inc., the largest fashion e-commerce company in Japan. The company uses multi-
armed bandit algorithms to recommend fashion items to users in their large-scale fashion e-commerce
platform called ZOZOTOWN. We present examples of displayed fashion items in Figure [Il We
collected the data in a 7-day experiment in late November 2019 on three “campaigns,”’ corresponding
to “ALL”, “Men’s”, and “Women’s” items, respectively. Each campaign randomly uses either the
Random policy or the Bernoulli TS policy for each user impression|"| These policies select three
of the candidate fashion items for each user. Figure [T| shows that there are three positions in our
data. We assume that the reward (click indicator) depends only on the item and its position, which
is a general assumption on the click generative process used in the web industry [18]]. Under this
assumption, we can apply the OPE setup in Section[2]to our dataset. We provide some statistics of
the dataset in Table[I} The dataset is large and contains many millions of recommendation instances.
Each row of the data has feature vectors such as age, gender, and past click history of the users. These
feature vectors are hashed, thus the dataset does not contain any personally identifiable information.
Moreover, the dataset includes some item-related features such as price, fashion brand, and item
categories. It also includes the probability that item a is displayed at each position by the data
collection policies which are used to calculate the importance weight. We share the full version of
our dataset at https://research.zozo.com/data.html}’| Small-sized example data are also available at
https://github.com/st-tech/zr-obp/tree/master/obd.

To our knowledge, our open-source dataset is the first to include logged bandit datasets collected
by running multiple different policies and the exact policy implementations used in real production,
enabling “realistic and reproducible evaluation of OPE” for the first time.

Note that we pre-trained Bernoulli TS for over a month before the data collection process, and the policy
well converges to a fixed one. Therefore, our dataset fits the standard OPE formulation, that assumes fixed
behavior and evaluation policies.

3The dataset is licensed under CC BY 4.0.



Position 1 Position 2

Figure 1: Fashion items as actions displayed in ZOZOTOWN recommendation interface.

Table 1: Statistics of the Open Bandit Dataset

Campaigns Data Collection Policies #Data #ltems #Dim CTR (V (7)) 495% CI Relative-CTR
ALL Random 1,374,327 20 34 0.35% +0.010 1.00
Bernoulli TS 12,168,084 0.50% +0.004 1.43
[/

Men’s Rand0.m 452,949 34 33 0.51% +0.021 1.48
Bernoulli TS 4,077,727 0.67% +0.008 1.94

Women’s Random 864,585 46 50 0.48% +0.014 1.39
Bernoulli TS 7,765,497 0.64% +0.056 1.84

Note: Bernoulli TS stands for Bernoulli Thompson Sampling. #Data is the total number of user impressions
observed during the 7-day experiment. #Items is the total number of items having a non-zero probability of
being recommended by each policy. #Dim is the number of dimensions of the raw context vectors. CTR is the
percentage of a click being observed in the log data, and this is the performance of the data collection policies in
each campaign. The 95% confidence interval (CI) of CTR is calculated based on a normal approximation of the
Bernoulli sampling. Relative-CTR is the CTR relative to that of the Random policy for the “ALL” campaign.

Open Bandit Pipeline. To facilitate the use of OPE in practice and standardize its experimental
procedures, we also build a Python package called Open Bandit Pipeline. Our pipeline contains the
following main modules:

* The dataset module provides a data loader to preprocess the Open Bandit Dataset and
tools to generate synthetic bandit datasets. It also implements a class to handle multiclass
classification datasets as bandit feedback, which is useful when we conduct OPE experiments
in research papers.

* The policy module implements several online bandit algorithms and off-policy learning
methods such as the one maximizing the IPW objective with only logged bandit data. This
module also implements interfaces that allow practitioners to easily evaluate their own
policies in their business using OPE.

* The ope module implements several existing OPE estimators including the basic ones such
as DM, IPW, and DR and some advanced ones such as Switch [39], More Robust Doubly
Robust (MRDR) [7]], and DR with Optimistic Shrinkage (DRos) [29]. This module also
implements interfaces to implement new estimators so that researchers can test their own
estimation methods with our pipeline easily.

Appendix [E[and examples at https://github.com/st-tech/zr-obp/tree/master/examples/quickstart
describe the basic usage of the pipeline. We also provide the thorough documentation so that anyone
can follow its usage!’| This pipeline allows researchers to focus on building their OPE estimator and
to easily compare it with other methods in realistic and reproducible ways.

Every core function of the packages is teste(ﬂ and thus are well maintained. The package currently
has five core contributorsﬁ The active development and maintenance will continue in a long period.

*https://zr-obp.readthedocs.io/en/latest/
Shttps://github.com/st-tech/zr-obp/tree/master/tests
Shttps://github.com/st-tech/zr-obp/graphs/contributors



Table 2: Comparison of currently available large-scale bandit datasets

Criteo Data [15] Yahoo! R6A&B [16] Open Bandit Dataset (ours)

Domain Display Advertising News Recommendation Fashion E-Commerce
Dataset Size >103M >40M >26M (will increase)
#Data Collection Policies 1 1 2 (will increase)

Uniform Random Data X 4 v
Data Collection Policy Code X X v
Evaluation of Bandit Algorithms v 4 v
Evaluation of OPE X X v
Pipeline Implementation X X v

Note: Dataset Size is the total number of samples included in the whole dataset. #Data Collection Policies is
the number of policies that were used to collect the data. Uniform Random Data indicates whether the dataset
contains a subset of data generated by the uniform random policy. Data Collection Policy Code indicates
whether the code to replicate data collection policies is publicized. Evaluation of Bandit Algorithms indicates
whether it is possible to use the data to evaluate bandit algorithms. Evaluation of OPE indicates whether it is
possible to use the dataset to evaluate OPE estimators. Pipeline Implementation indicates whether a pipeline
tool to handle the dataset is available.

Table 3: Comparison of currently available packages of bandit algorithms and OPE

contextualbandits [3] RecoGym [27] Open Bandit Pipeline (ours)

Synthetic Data Generator X v v
Classification Data Handler X X v
Support for Real-World Data X X v
Bandit Algorithms v v v
Basic OPE Estimators v X v
Advanced OPE Estimators X X v
Evaluation of OPE X X v

Note: Synthetic Data Generator indicates whether it is possible to create synthetic bandit data with the
package. Classification Data Handler indicates whether it is possible to transform multiclass classification
data to bandit feedback with the package. Support for Real-World Data indicates whether it is possible to
handle real-world bandit data with the package. Bandit Algorithms indicates whether the package includes
implementations of online and offline bandit algorithms. Basic OPE Estimators indicates whether the package
includes implementations of basic OPE estimators such as DM, IPW, and DR described in Appendixﬁ
Advanced OPE Estimators indicates whether the package includes implementations of advanced OPE
estimators such as Switch and More Robust Doubly Robust described in Appendix [B] Evaluation of OPE
indicates whether it is possible to evaluate the accuracy of OPE estimators with the package.

4 Related Resources
Here, we summarize the existing related datasets and packages, and clarify the advantages of ours.

Related Datasets. Our dataset is closely related to those of [15] and [16]]. Lefortier et al. [[15]
introduces a large-scale logged bandit feedback data (Criteo Datzﬂ) from a leading company in
display advertising, Criteo. The data contain context vectors of user impressions, advertisements
(ads) as actions, and click indicators as rewards. It also provides the ex-ante probability of each
ad being selected by the behavior policy. Therefore, this dataset can be used to compare different
off-policy learning methods, which aim to learn a new policy using only historical logged bandit data.
In contrast, Li et al. [16] introduces a dataset (Yahoo! R6A&Bﬂ) collected on a news recommendation
interface of the Yahoo! Today Module. The data contain context vectors of user impressions,
presented news as actions, and click indicators as rewards. The data were collected by running a
uniform random policy on the news recommendation platform, allowing researchers to evaluate their
own bandit algorithms.

https://www.cs.cornell.edu/ adith/Criteo/
8https://webscope.sandbox.yahoo.com/catalog.php?datatype=r



However, the existing datasets have several limitations, which we overcome as follows:

* They include only a single logged bandit feedback dataset collected by running only a single

policy. Moreover, the previous datasets do not provide the implementation to replicate
the policies used during data collection. As a result, these datasets cannot be used for the
comparison of different OPE estimators, although they can be used to evaluate off-policy
learning methods.
— In contrast, we provide the code to replicate the data collection policies (i.e., Bernoulli
TS and Random) in our pipeline, which allows researchers to rerun the same policies on the
log data. Moreover, our open dataset consists of a set of multiple different logged bandit
feedback datasets generated by running two different policies on the same platform. It
enables the comparison of different OPE estimators, as we show in Section@ This is the
first large-scale bandit dataset, enabling a realistic and data-driven evaluation of OPE.

The previous datasets do not provide a pipeline implementation to handle their data. Re-
searchers have to reimplement the experimental environment by themselves before imple-
menting their own OPE methods. This may lead to inconsistent experimental conditions
across different studies, potentially causing reproducibility issues.

— We implement Open Bandit Pipeline to simplify and standardize the experimental
processing of bandit algorithms and OPE. This tool thus contributes to the reproducible and
transparent use of our dataset.

Table 2] summarizes the key differences between our dataset and the existing ones.

Related Packages. There are several existing packages related to Open Bandit Pipeline. The
contextualbandits packageﬂ contains implementations of several contextual bandit algorithms [3]. It
aims to provide an easy procedure to compare bandit algorithms to reproduce research papers that do
not provide easily available implementations. There is also RecoGy that focuses on providing
simulation bandit environments imitating the e-commerce recommendation setting [27]].

However, the following features differentiate our pipeline from the previous ones:

* The previous packages focus on implementing and comparing online bandit algorithms or

off-policy learning methods. However, they cannot be used to implement several advanced
OPE estimators and the evaluation of OPE procedures.
— Our package implements a wide variety of OPE estimators, including advanced ones
such as Switch, MRDR, and DRos. Our package also provides flexible interfaces for
implementing new OPE estimators. Consequently, researchers can easily compare their own
estimators with other methods in a fair, standardized manner.

* The previous packages accept their own interface and data formats; they are not user-friendly.
— Our package follows the prevalent scikit-learn style interface and provides sufficient
example codes at https://github.com/st-tech/zr-obp/tree/master/examples so that anyone,
including practitioners and students, can follow the usage easily.

* The previous packages cannot handle real-world bandit datasets.
— Our package comes with the Open Bandit Dataset and includes the dataset module. This
enables the evaluation of bandit algorithms and OPE estimators using real-world data. This
function of our package contributes to realistic experiments on these topics.

Table 3] summarizes the key differences between our pipeline and the existing ones.

5 Benchmark Experiments

We perform benchmark experiments of OPE estimators using the Open Bandit Dataset and Pipeline.
We first describe an experimental protocol to evaluate OPE estimators and use it to compare a
wide variety of existing estimators. We then discuss our initial findings in the experiments and
indicate future research directions. We share the code to replicate the benchmark experiments at
https://github.com/st-tech/zr-obp/tree/master/benchmark.

“https://github.com/david-cortes/contextualbandits
"%https://github.com/criteo-research/reco-gym



Table 4: Comparison of relative-estimation errors of OPE estimators (ALL Campaign)

OPE Estimators

Random — Bernoulli TS

Bernoulli TS — Random

in-sample

out-sample

in-sample

out-sample

DM
IPW
SNIPW
DR
SNDR
Switch-DR (7 = 5)
Switch-DR (7 = 10)
Switch-DR (7 = 50)
Switch-DR (7 = 100)
Switch-DR (7 = 500)
Switch-DR (7 = 1000)
DRos (A = 5)
DRos (A = 10)
DRos (A = 50)
DRos (A = 100)
DRos (A = 500)
DRos (A = 1000)
MRDR

0.23433% £0.02131
0.05146 +0.03418
0.05141" +0.03374
0.05269 +0.03460
0.05269 +0.03398
0.15350 +0.02274
0.09932 +0.02459
0.05269 +0.03460
0.05269 +0.03460
0.05269 +0.03460
0.05269 +0.03460
0.19135 +0.01964
0.17400 +0.01993
0.12867 +0.02124
0.11055 +0.02241
0.07715 +0.02736
0.06739 +0.02988
0.05458 +0.03386

0.25730° £0.02191
0.09169 +0.04086
0.08899" +0.04106
0.09064 +0.04105
0.09013" +0.04122
0.16918 +0.02231
0.12051 +0.02203
0.09064 +0.04105
0.09064 +0.04105
0.09064 +0.04105
0.09064 +0.04105
0.21240 +0.01938
0.19500 +0.01885
0.15155 +0.01911
0.13561 +0.02080
0.10915 +0.02944
0.10187 +0.03358
0.09232 +0.04169

0.34522° 1+0.01020
0.02341" +0.02146
0.05233 +0.02614
0.06446 +0.03001
0.04938 +0.02645
0.26811 +0.00780
0.21596 +0.00907
0.09769 +0.01515
0.05938 +0.01597
0.02123" +0.01386
0.02840 +0.01929
0.30395 +0.00726
0.28735 +0.00706
0.23876 +0.00707
0.21550 +0.00744
0.16055 +0.00942
0.13717 +0.01064
0.02511 +0.01735

0.29422° 1£0.01199
0.08255 +0.03798
0.13374 +0.04416
0.14907 +0.05097
0.12306 +0.04481
0.21945 +0.00944
0.16532 +0.01127
0.04019" +0.01349
0.01310" +0.00988
0.06564 +0.02132
0.05347 +0.03330
0.25216 +0.00929
0.23627 +0.00899
0.18855 +0.00907
0.16474 +0.00942
0.10601 +0.01048
0.08034 +0.01093
0.08768 +0.03821

Note: The averaged relative-estimation errors and their unbiased standard deviations estimated over 30 different
bootstrapped iterations are reported. We describe the method to estimate the standard deviations in Appendix
mp — me represents the OPE situation where the estimators aim to estimate the policy value of 7. using logg

bandit data collected by 7. The red’ and green* fonts represent the best and second-best estimators,
respectively. The blue fonts represent the worst estimator for each setting.

5.1 Experimental Protocol

&

We can empirically evaluate OPE estimators’ performance by using two sources of logged bandit
feedback collected by running two different policies. In the protocol, we regard one policy as behavior
policy 7, and the other one as evaluation policy 7.. We denote log data generated by m;, and 7. as
D) .= {(argb), agb), rib))}?:(bl) and D(©) := {(a:,ge), age), rie))}f;i). Then, by applying the following
protocol to several different OPE estimators, we compare their estimation performances:

— b ._ ple
T Dl:T(b)’ Dte L Dl(jT(e>’
where D,.p, := {(x4,as,7¢)}o_, and £

1. Define the evaluation and test sets as: (in-sample case) D,

(out-sample case) D, := Di{’g, Die := Dtgi)l:T(e)’

is the time-series split-point.
2. Estimate the policy value of 7. using D, by an OPE estimator V. We represent a policy
value estimated by V' as V (7¢; Doy ).

3. Estimate V(m.) by the on-policy estimation and regard it as the policy value of ., i.e.,
Von(me) = En, [r}")].
4. Compare the off-policy estimate V (m; Dey) with its on-policy counterpart V,, (7. ). We

can evaluate the estimation accuracy of V' using the following relative estimation error
(relative-EE):
relative-EE(V; Dey) = |V(7Te;Dev) — Vou(me) |/ Von(me).

5. To estimate the standard deviation of relative-EE, repeat the above process several times
with different bootstrap samples of the logged bandit data.

We call the problem setting without the sample splitting by time series as the in-sample case. In
contrast, we call the setting with the sample splitting as the out-sample case, where OPE estimators



aim to estimate the policy value of an evaluation policy in the future data. The standard OPE assumes
the in-sample case where there are no distributional change in the environment over time. However,
in practice, we aim to estimate the performance of an evaluation policy in the future, which may
introduce the distributional change between the data used to conduct OPE and the environment that
defines the policy value of the evaluation policy. We thus test the performance of OPE estimators in
the out-sample case in addition to the in-sample case.

5.2 Compared Estimators

We use our protocol and compare the following OPE estimators: DM, IPW, Self-Normalized Inverse
Probability Weighting (SNIPW), DR, Self-Normalized Doubly Robust (SNDR), Switch Doubly
Robust (Switch-DR), DRos, and MRDR. We define and describe these estimators in Appendix [B| We
test different hyperparameter values for Switch-DR and DRos.These above estimators have not yet
been compared in a large, real-world setting.

For estimators except for DM, we use the true action choice probability 7, (a|z) contained in the Open
Bandit Dataset. For estimators except for [IPW and SNIPW, we need to obtain a reward estimator g.
We do this by using logistic regression (implemented in scikit-learn [25]]) and training it using 30%
of D,,. We then use the rest of the data to estimate the policy value of an evaluation policy.

5.3 Results and Discussion

The results of the benchmark experiments on the “ALL" campaign are given in Table ] (See
Appendix |C] for additional results.) We describe Random — Bernoulli TS to represent the OPE
situation where we use Bernoulli TS as 7. and Random as 7. Similarly, we use Bernoulli TS —
Random to represent the situation where we use Random as 7, and Bernoulli TS as 7.

Performance comparisons. First, DM fails to estimate the policy values in all settings due to the
bias of the reward estimator. We observe that the reward estimator does not improve upon a naive
estimation using the mean CTR for every estimation in the binary cross-entropy measure. (We present
the performance of the reward estimator in Appendix [C]) The problem with DM leads us to expect
that the other estimators may perform better because they do not rely on the correct specification
of the reward estimator. We confirm this expectation in Table[d] where one can see that the others
drastically outperform DM. Among the other estimators, [IPW, SNIPW, and MRDR exhibit stable
estimation performances across different settings, and thus we can use these estimators safely. In
Bernoulli TS — Random, Switch-DR performs the best with a proper hyperparameter configuration.
Its performance, however, largely depends on the choice of hyperparameters, as we discuss later in
detail. Note here that the performances of Switch-DR with some large hyperparameters are the same
as those of DR. This is a natural observation, as their definitions are the same when the importance
weights of all samples are lower than a given hyperparameter. In summary, we observe that simple
estimators such as IPW and SNIPW perform better in many cases than Switch-DR and DRos even
though these advanced methods performed well on synthetic experiments in previous studies. This
suggests that evaluating the performance of OPE methods on synthetic or classification datasets may
produce impractical conclusions about the estimators’ empirical properties. In contrast, our dataset
enables researchers to produce more practical conclusions about OPE methods.

Out-sample generalization of OPE. Next, we compare the estimation accuracy of each estimator
between the in-sample and our-sample situations. Table[d]shows that the estimators’ performances
drop significantly in almost all situations when they attempt to generalize their OPE results to the
out-sample or future data. The result suggests that the current OPE methods may fail to evaluate
the performance of a new policy in the future environment, as they implicitly assume that the data
generating distribution does not change over time. Moreover, this kind of realistic out-of-distribution
generalization check of OPE cannot be conducted on synthetic or multiclass classification datasets.
We thus expect that the Open Bandit Dataset promotes future research about the robustness of OPE
methods to distributional changes.

Performance changes across different settings. Finally, we compare the estimation accuracy of
each estimator under different experimental conditions and with different hyperparameters. We
observe in Table [] that the estimators’ performance can change significantly depending on the



Table 5: Comparison of OPE performance with different reward estimators

OPE Estimators

Logistic Regression

Random Forest

DM
DR
SNDR
Switch-DR (7 = 100)
DRos (A = 100)
MRDR

0.34522 40.01020
0.06446 +0.03001
0.04938 +0.02645
0.05938 +0.01597
0.21550 +0.00744
0.02511 40.01735

0.30391 +0.01059
0.05775 +0.02600
0.04658 +0.02155
0.05499 +0.01425
0.19111 +0.00781
0.03000 +0.02592

Note: This is the result in the case of ALL Campaign/Bernoulli TS — Random and in-sample. The averaged
relative-estimation errors over 30 different bootstrapped iterations are reported. The results on the other settings
are in Appendix [C]

experimental conditions. In particular, we tested several values for the hyperparameter 7 of Switch-
DR. We observe that its estimation performance largely depends on the choice of 7. It is obvious that
Switch-DR is significantly better with large values of 7 on our data. We also investigate the effect of
the choice of the machine learning method to construct the reward estimator in Table[5] Specifically,
we additionally test the estimators’ performance when random forest is used. The table shows that
using random forest to construct the reward estimator provides a more accurate OPE on our dataset.
These observations suggest that practitioners have to choose an appropriate OPE estimator or tune the
estimators’ hyperparameters carefully for their specific application. It is thus necessary to develop a
reliable method to choose and tune OPE estimators in a data-driven manner. Specifically, in many
cases, we have to tune the estimators’ hyperparameters, including the reward estimator, without the
ground-truth policy value of the evaluation policy.

6 Conclusion, Future Work, and Limitations

To enable a realistic and reproducible evaluation of off-policy evaluation, we publicized the Open
Bandit Dataset—a set of benchmark logged bandit datasets collected on a large-scale fashion e-
commerce platform. The dataset comes with Open Bandit Pipeline, Python software that makes it
easy to evaluate and compare different OPE estimators. We expect them to facilitate understanding of
the empirical properties of OPE techniques and address experimental inconsistencies in the literature.
In addition to building the data and pipeline, we performed extensive benchmark experiments on
OPE. Our experiments highlight that the current OPE methods are inaccurate for estimating the
out-of-distribution performance of a new policy. It is also evident that it is necessary to develop a
data-driven method to select an appropriate estimator for each given environment.

One limitation of the dataset is that data collection is done by using only two behavior policies.
Here, we emphasize that there had never been any public real-world data that allow realistic and
reproducible OPE research before. Our open-source is an initial step towards the goal. Having many
data collection policies would be even more valuable, but releasing data with two different logging
policies is distinguishable enough from the prior work. We continue to work with the platform to
extend our data, which will hopefully result in more data about additional business domains, features,
and most importantly, behavior policies. We believe that our work will inspire other researchers and
companies to create follow-up benchmark datasets to advance OPE research further.

Another limitation is that we assume that the reward of an item at a position does not depend on other
simultaneously presented items. This assumption might not hold, as an item’s attractiveness can have
a significant effect on the expected reward of another item in the same recommendation list [[18]]. To
address more realistic situations, we have implemented some OPE estimators for the slate action
setting [21} [32] in Open Bandit PipelineE] Comparing the standard OPE estimators and those for the
slate action setting in our data is an interesting future research direction.

"https://github.com/st-tech/zr-obp/blob/master/obp/ope/estimators_slate.py



Checklist

The checklist follows the references. Please read the checklist guidelines carefully for information on
how to answer these questions. For each question, change the default [TODO] to [Yes], , Oor
[N/A] . You are strongly encouraged to include a justification to your answer, either by referencing
the appropriate section of your paper or providing a brief inline description. For example:

* Did you include the license to the code and datasets? [Yes] See Section ??.
* Did you include the license to the code and datasets? The code and the data are
proprietary.

* Did you include the license to the code and datasets? [N/A]

Please do not modify the questions and only use the provided macros for your answers. Note that the
Checklist section does not count towards the page limit. In your paper, please delete this instructions
block and only keep the Checklist section heading above along with the questions/answers below.

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [Yes] See Section [6]
(c) Did you discuss any potential negative societal impacts of your work? [Yes] See
Appendix D]
(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes] See Appendix
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [N/A]
(b) Did you include complete proofs of all theoretical results? [N/A]
3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? [Yes] See Section E}

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes] See Section [5|and Appendix[C]

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [Yes] See Tabled]in Section [5}

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] See Section[5]and Appendix
4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes]
(b) Did you mention the license of the assets? [Yes]

(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]
See Section[3

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [Yes] See Section 3]

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A]
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A Examples

Our setup allows for many popular multi-armed bandit algorithms and off-policy learning methods,
as the following examples illustrate.

Example 1 (Random A/B testing). We always choose each action uniformly at random, i.e.,
TUniform (@ | ) = |A| ™1 always holds for any given a € Aand x € X.

Example 2 (Bernoulli Thompson Sampling). We sample the potential reward 7(a) from the beta
distribution Beta(Sy, + «, Fiq + B) for each action in A, where Sy, 1= Zi;ll T, Fyg = (t—1) —
Sta- (e, B) are the parameters of the prior Beta distribution. We then choose the action with the

highest sampled potential reward, o :€ argmax7(a’) (ties are broken arbitrarily). As a result, this
a’€A
algorithm chooses actions with the following probabilities:

TBernoulliTs (@ | ) = Pr{a € argmax(a’)}
a’€A

for any given a € A and x € X. When implementing the data collection experiment on the
ZOZOTOWN platform, we modified TS to adjust to our top-3 recommendation setting shown in
Figure[l} The modified TS selects three actions with the three highest sampled rewards which create
a nonrepetitive set of item recommendations for each coming user.

Example 3 (IPW Learner). When D is given, we can train a deterministic policy mge, : X — A by
maximizing the IPW estimator as follows:

Tdet (T) € argmax lew(w; D)

el
I{m () = at}rt}

= argmax [E
e D{ ™ (a¢ | z¢)

mell

. Tt
= arfer%ln Ep l:ﬂ'b(atlxt)ﬂ {m (z;) # at}]

, which is equivalent to the cost-sensitive classification problem that can be solved with an arbitrary
machine learning classifier.
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B Definitions of Advanced OPE estimators

Here we define the basic and advanced OPE estimators used in our benchmark experiment in Section[5]
We use q(x,a) := B, p(rjz,a) [ | 7, a] to denote the mean reward function. For a function g(z, a),
we let 9(1'7 7T') = Ea~7r(a|:1:) [g(x, a) | l‘]

Direct Method (DM). DM [l1] first estimates the mean reward function using a supervised machine
learning model, such as random forest or ridge regression. It then plugs it in to estimate the policy
value as

VDM (ﬂ-e; Da (j) = ]E'D [(j(xta WC)L

where §(z, a) is a reward estimator. If §(z, a) is a good approximation of the mean reward function,
DM estimates the policy value accurately. If G(x, a) fails to approximate the mean reward function
well, however, the final estimator is no longer consistent. The model misspecification issue is
problematic because the extent of misspecification cannot be easily quantified from data [7} 38]].

Inverse Probability Weighting (IPW). To alleviate the issue with DM, researchers often use
IPW [26| 28]]. IPW re-weights the observed rewards by the importance weight as

Vipw (me; D) := Eplw(zy, ar)re],
where w(z,a) := me(a | )/m(a | ). When the behavior policy is known, IPW is unbiased and

consistent. However, it can have a large variance, especially when the evaluation policy deviates
significantly from the behavior policy.

Doubly Robust (DR). DR [5]] combines DM and IPW as

VDR(We; D, (j) = ED[Q(It, 7Te) + w(gjh at)(rt - Cj(xtv at))]'
DR mimics IPW to use a weighted version of rewards, but it also uses ¢ as a control variate to
decrease the variance. It preserves the consistency of IPW if either the importance weight or the
reward estimator is consistent (a property called double robustness). Moreover, DR is semiparametric
efficient when the reward estimator is correctly specified [23]. However, when it is mis-specified, this
estimator can have a larger asymptotic mean-squared-error than that of IPW [14].

Self-Normalized Estimators. Self-Normalized Inverse Probability Weighting (SNIPW) is an ap-
proach to address the variance issue with the original IPW. It estimates the policy value by dividing
the sum of weighted rewards by the sum of importance weights as:

Vsnipw (me; D) = W.

SNIPW is more stable than IPW, because the policy value estimated by SNIPW is bounded in
the support of rewards and its conditional variance given an action and context is bounded by
the conditional variance of the rewards [14]. IPW does not have these properties. We can define
Self-Normalized Doubly Robust (SNDR) in a similar manner as follows.

w(xe, ar)(re — (T, a4))
Ep[w(ﬂft,at)]

VanDRr (7e; D) := Ep |G, ) +

Switch Estimators. The DR estimator can still be subject to the variance issue, particularly when
the importance weights are large due to weak overlap. Switch-DR aims to reduce the effect of the
variance issue by using DM where the importance weights are large as:

VSwitchDR(Tre;Da ¢, 7) = Ep [§(x4, Te) + w(we, a) (1e — G4, ar)) {w(ze, a0) < 71,

where I{-} is the indicator function and 7 > 0 is a hyperparameter. Switch-DR interpolates between
DM and DR. When 7 = 0, it coincides with DM, while 7 — oo yields DR.

We can define the Switch-IPW estimator in a similar manner as
Vawitentpw (7e; D, 4, 7) :=Ep | (D 4w, a)me(a | z){w(xe, a) > 7}) + w(ze, ag)red{w (@, ar) < 7}

acA
which interpolates between DM and IPW.
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More Robust Doubly Robust (MRDR). MRDR uses a specialized reward estimator (¢vrpr) that
minimizes the variance of the resulting policy value estimator [[7]. This estimator estimates the policy
value as:

VAtrDR (7e; D, GurpR) = VDR (7e; D, GMRDR),

where ¢yrpr is derived by minimizing the (empirical) variance objective:

gmror € argmin Vp (Vpr(7me; D, §)),
GgeQ
where Q is a function class for the reward estimator. When Q is well-specified, then gyirpr = ¢-
Here, even if Q is misspecified, the derived reward estimator is expected to behave well since the
target function is the resulting variance.

Doubly Robust with Optimistic Shrinkage (DRos). Su et al. [29]] proposes DRos based on a new
weight function w, : X x A — R that directly minimizes sharp bounds on the MSE of the resulting
estimator. DRos is defined as

VDROS(WE; D7 Q» )\) = ED[@@% 7re) + wo(xta ag; )‘)(’rt - @(%n at))}v
where A\ > 0 is a pre-defined hyperparameter and the new weight is
A,
w?(z,a) + A

When A = 0, w,(x, a; A) = 0 leads to the standard DM. On the other hand, as A — 0o, w,(z, a; \) =
w(x, a) leading to the original DR.

wo(z,a; ) 1= (z,a).

16



Algorithm 1 Experimental protocol for evaluating OPE estimators

Input: policy 7.; two different logged bandit feedback datasets D(¢) = {(xge), age), rt(e))}?:(ﬂl) and
D) = {(mgb), agb), rt(b))}?:(bl) where D¢ is collected by 7, and D) is collected by a different
one 7; an off-policy estimator to be evaluated V'; split point #; a number of bootstrap iterations
B

Output: the mean and standard deviations of relative-EE (V)
S < ) (initialize a set of results)

Doy := Dﬁ);,( ») (in-sample case), Dey := Dﬁ’g (out-sample case) (define the evaluation set)
Die := Di;e)ﬂe) (in-sample case), Dy 1= Déi)LT(e) (out-sample case) (define the test set)

Von(me) = Ep,, [rge)} (on-policy estimation of V (7))
forb=1,...,Bdo
Dég’*) = Bootstrap(Dey) (sample data from D, with replacement)
S « S U {relative-EE(V; Dg’,*))}
end for )
Estimate the mean and standard deviations of relative-EE(V') using S (as described in Ap-

pendix[C.2)

Wl Nk »e

Table 6: Estimation performances of reward estimators

‘ Random — Bernoulli TS Bernoulli TS — Random

Models Campaigns Metrics ‘ in-sample out-sample in-sample out-sample
ALL AUC 0.56380 +0.00579  0.53103 +0.00696 0.57139 +0.00176  0.51900 +0.00706
RCE 0.00217 +£0.00133  -0.00853 +0.00272 0.00588 +0.00026  -0.01162 +0.00271
LR Men’s AUC 0.58068 +0.00751  0.54411 +0.01025 0.57569 +0.00264  0.56528 +0.00272
RCE -0.00019 +0.00316  -0.01767 +0.00600 0.00588 +0.00038  0.00329 +0.00084
Women’s AUC 0.55245 +0.00588  0.51900 +0.00706 0.54642 +0.00157  0.53387 +0.00249
RCE -0.00100 +0.00196  -0.01162 -£0.00271 0.00307 +0.00018  0.00140 +0.00031
ALL AUC 0.65427 +£0.00699  0.58240 +0.00881 0.59691 +0.00214  0.57850 +0.00268
RCE 0.02168 +0.00146  0.00546 +0.00162 0.00889 +0.00019  0.00702 +0.00025
RF Men’s AUC 0.64695 +0.00794  0.55191 +0.01247 0.59077 +0.00193  0.56889 +0.00184
RCE 0.02122 +0.00179  -0.00495 +0.00337 0.00857 +0.00028  0.00480 +0.00035
Women’s AUC 0.62770 +0.00741  0.53735 +0.00740 0.56364 +0.00162  0.54376 +0.00233
RCE 0.01574 +0.00121  -0.00264 +0.00150 0.00401 +0.00013  0.00224 +0.00022

Note: This table presents the area under the ROC curve (AUC) and relative cross-entropy (RCE) of the reward
estimator on a validation set for each campaign. The averaged results and their unbiased standard deviations
estimated using 30 different bootstrapped samples are reported. LR stands for logistic regression and RF stands
for random forest. 7, — 7. represents the OPE situation where the estimators aim to estimate the policy value
of 7. using logged bandit data collected by 7, meaning that § is trained on data collected by .

C Additional Experimental Settings and Results

Algorithm [T] describes the experimental protocol to evaluate OPE estimators in detail. Table [§]
reports the estimation accuracy of logistic regression and random forest as a reward estimator.
Note that, as their hyperparameters, we use C' = 1000 for logistic regression and n_estimators =
100, max_depth = 5, min_samples_leaf = 10 for random forest. In addition, we use action-related
feature vectors to represent action variables to train reward estimators. The action-related fea-
ture vectors used in the benchmark experiments are available at https://github.com/st-tech/zr-
obp/blob/master/obd/bts/all/item_context.csv. Table show the results of the benchmark
experiments on Men’s and Women’s campaigns. All experiments were conducted on MacBook Pro
(2.4 GHz Intel Core 19, 64 GB), and it takes about 1 week to complete the benchmark on the ‘ALL’
campaign when we use Bernoulli TS as 7, and random forest as a reward estimator (, which takes the
longest time among all possible experimental settings).
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C.1 Estimation Performance of Reward Estimators

We evaluate the performance of the reward estimators by using the following evaluation metrics.

Relative Cross Entropy (RCE). RCE is defined as the improvement of an estimation performance
relative to the naive estimation, which uses the mean CTR for every prediction. We calculate this
metric using a size n of validation samples {(z¢, y:) 7, as:

>oi— yelog(q(@e)) + (1 — ye) log(1 — G(a))
Z?:l Yt 10g(énaive> + (1 - yt) IOg(l - (jnaive>

RCE (§) :=1—

where (naive := 1"t Z?zl vy is the naive estimation using the mean CTR for every estimation. A
larger value of RCE means better performance of a predictor.

Area Under the ROC Curve (AUC). AUC is defined as the probability that positive samples are
ranked higher than negative items by a classifier under consideration.

nPos pnes

AUC (§) = posnnegZZH{q Po) > (25}

t=1 j=1

where I{-} is the indicator function. {z}**}72}" and {z°*}"_} are sets of positive and negative
samples in the validation set, respectively. A larger value of AUC means better performance of a
predictor.

C.2 Estimating Mean and Standard Deviation of Performance Measures

To estimate the means and standard deviations of relative-EE in the benchmark experiment, we first
construct an empirical cumulative distribution function FDW of the evaluation set of the logged bandit
feedback (D). Then, we draw bootstrap samples Dé\l,’*), c. ,Dg?’*) from FDCV and compute the
relative-EE of a given estimator V with each set. Finally, we estimate the mean and its standard

deviation (Std) of the Vs relative-EE by

Mean(relative-EE(V; Dey)) 1= B Z relative-EE(V; D)),

B
. . 2
Std(relative-EE(V; Dey)) 1= B 7 g (relatzve EE(V; Dég*)) Mean(relative-EE(V;Dev))) ,
b=1

where we use B = 30 for all experiments.
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Table 7: Comparison of relative-estimation errors of OPE estimators (Men’s Campaign)

OPE Estimators

Random — Bernoulli TS

Bernoulli TS — Random

in-sample

out-sample

in-sample

out-sample

DM
IPW
SNIPW
DR
SNDR
Switch-DR (7 = 5)
Switch-DR (7 = 10)
Switch-DR (7 = 50)
Switch-DR (7 = 100)
Switch-DR (7 = 500)
Switch-DR (7 = 1000)
DRos (A = 5)
DRos (A = 10)
DRos (A = 50)
DRos (A = 100)
DRos (A = 500)
DRos (A = 1000)
MRDR

0.24311° +0.03128
0.11060 +0.04173
0.09343" +0.04170
0.09727 +0.04091
0.09447 +0.04139
0.23820 +0.01950
0.16504 +0.02665
0.22290 +0.04091
0.09727 +0.04091
0.09727 +0.04091
0.09727 +0.04091
0.22303 +0.02110
0.21329 +0.02029
0.17230 +0.02335
0.15069 +0.02707
0.11407 +0.03594
0.10636 +0.03816
0.09173" +0.04145

0.29088% +0.03440
0.19521 +0.04533
0.17499" +0.04611
0.18073 +0.04519
0.17794 +0.04629
0.27584 +0.02035
0.20912 +0.03873
0.18073 +0.04519
0.18073 +0.04519
0.18073 +0.04519
0.18073 +0.04519
0.26581 +£0.02070
0.25640 +0.02045
0.22410 +0.02548
0.20992 +0.02990
0.18917 +0.03980
0.18523 +0.04222
0.17754" +0.04673

0.243329 +0.01661
0.02908" +£0.02413
0.07301 +0.03406
0.14994 +0.05710
0.11218 +0.04287
0.17478 +0.01145
0.17381 +0.01215
0.13706 +0.02529
0.11114 +0.02864
0.05424 +0.03006
0.05199 +0.02997
0.21428 +0.01219
0.20239 +0.01157
0.17536 +0.01109
0.16542 +0.01183
0.14470 +0.01597
0.13638 +0.01835
0.04385" +0.03299

0.12275 +0.01791
0.08407 +0.02471
0.19564 +0.04117
0.28765° +0.07703
0.23546 +0.05585
0.06573 +0.01204
0.05575 +0.01489
0.02666 +0.01919
0.02139" +0.01596
0.05825 +0.02440
0.06140 +0.02461
0.09445 +0.01382
0.08366 +0.01301
0.05879 +0.01254
0.04906 +0.01350
0.02957 +0.01567
0.02306" +0.01598
0.07649 +0.02900

Note: The averaged relative-estimation errors and their unbiased standard deviations estimated over 30 different
bootstrapped iterations are reported. m, — 7, represents the OPE situation where the estimators aim to estimate

the policy value of 7. using logged bandit data collected by 7. The red’ and green® fonts represent the best
and the second best estimators. The blue® fonts represent the worst estimator for each setting.

Table 8: Comparison of relative-estimation errors of OPE estimators (Women’s Campaign)

‘ Random — Bernoulli TS Bernoulli TS — Random

OPE Estimators ‘ in-sample out-sample in-sample out-sample
DM 0.21719° +0.03274  0.25428° +£0.02940  0.31762° +0.01011 0.21892° +0.01346
IPW 0.02827 +£0.02418  0.03957" +£0.02779 0.03992 +0.01997 0.09295 +0.02527
SNIPW 0.02827* +0.02383  0.04221 +0.02976 0.07564 +0.02578  0.11461 +0.02646
DR 0.02835 +0.02420  0.04200" 0.02952 0.09244 +0.03063  0.12652 +0.02904
SNDR 0.02833 +0.02415  0.04280 +0.02973 0.07659 +0.02582  0.11809 £0.02661

Switch-DR (7 = 5)
Switch-DR (7 = 10)
Switch-DR (7 = 50)
Switch-DR (7 = 100)
Switch-DR (7 = 500)

Switch-DR (7 = 1000)
DRos (A = 5)
DRos (A = 10)
DRos (A = 50)

DRos (A = 100)

DRos (A = 500)

DRos (A = 1000)
MRDR

0.15483 +0.02355
0.05966 +0.03183
0.02835 +0.02420
0.02835 +0.02420
0.02835 +0.02420
0.02835 +0.02420
0.17694 +0.02694
0.15834 +0.02583
0.09811 +0.02576
0.07023 +0.02786
0.03415 +0.02303
0.02948 +0.02380
0.02809" +0.02388

0.20191 +0.02660
0.10547 +0.03843
0.04200" +0.02952
0.04200 +0.02952
0.04200" +0.02952
0.04200" +0.02952
0.21672 +0.02729
0.19949 +0.02692
0.13920 +0.02857
0.10826 +0.03132
0.05588 £0.03474
0.04770 +0.03301
0.04354 +0.03060

0.24993 +0.00614
0.21151 +0.00827
0.12182 +0.01416
0.08990 +0.01381
0.01838" +0.01793
0.01644" £0.01352
0.28591 +0.00635
0.27144 +0.00606
0.23040 +0.00625
0.21119 +0.00679
0.16675 +0.00864
0.14829 +0.00957
0.02800 +0.01758

0.16243 +0.00919
0.12292 +0.00950
0.02639" +0.01515
0.01129" 1+0.00921
0.05898 +0.02007
0.07120 +0.02171
0.19300 +0.00982
0.17989 +0.00930
0.14109 +0.00843
0.12227 +0.00852
0.07698 +£0.00994
0.05800 +0.01082
0.08990 +0.01898

Note: The averaged relative-estimation errors and their unbiased standard deviations estimated over 30 different
bootstrapped iterations are reported. m, — 7. represents the OPE situation where the estimators aim to estimate

the policy value of 7. using logged bandit data collected by 7. The red’ and green® fonts represent the best
and the second best estimators. The blue® fonts represent the worst estimator for each setting.
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Table 9: Comparison of OPE performance with different reward estimators (ALL Campaign)

Random — Bernoulli TS

Bernoulli TS — Random

OPE Estimators | LR RF LR RF
DM 0.23433 +0.02131  0.22454 +0.02557 0.34522 +0.01020  0.30391 +0.01059
DR 0.05269 +0.03460  0.05601 +0.03481 0.06446 +0.03001  0.05775 +0.02600
SNDR 0.05269 +0.03398  0.05598 +0.03478 0.04938 +0.02645 0.04658 +0.02155
Switch-DR (7 = 100) 0.05269 +0.03460 0.05601 +0.03481 0.05938 +0.01597  0.05499 +0.01425
DRos (A = 100) 0.11055 +0.02241  0.12756 +£0.02452 0.21550 +0.00744  0.19111 +0.00781
MRDR 0.05458 +0.03386  0.05716 +0.03442 0.02511 +0.01735  0.03000 +0.02592

Note: The averaged relative-estimation errors and their unbiased standard deviations estimated over 30 different
bootstrapped iterations are reported. 7, — 7. represents the OPE situation where the estimators aim to estimate
the policy value of 7. using logged bandit data collected by 7. LR stands for Logistic Regression and RF
stands for Random Forest.

Table 10: Comparison of OPE performance with different reward estimators (Men’s Campaign)

‘ Random — Bernoulli TS Bernoulli TS — Random

OPE Estimators | LR RF LR RF
DM 0.24311 +0.03128 0.19262 +0.03282 0.24332 +0.01661  0.20789 +0.01620
DR 0.09727 +0.04091  0.09583 +0.04395 0.14994 +0.05710  0.12361 +0.04701
SNDR 0.09447 +£0.04139  0.09392 +0.04482 0.11218 +0.04287 0.03807 +0.02621

Switch-DR (7 = 100)
DRos (A = 100)
MRDR

0.09727 +0.04091  0.09583 +0.04395
0.15069 +0.02707  0.13224 +0.02866
0.09173 +0.04145  0.08990 +0.04468

0.11114 +0.02864  0.10509 £0.02710
0.16542 +0.01183  0.14432 £0.01164
0.04385 +0.03299  0.02784 £0.02529

Note: The averaged relative-estimation errors and their unbiased standard deviations estimated over 30 different
bootstrapped iterations are reported. m, — . represents the OPE situation where the estimators aim to estimate
the policy value of 7. using logged bandit data collected by 7. LR stands for Logistic Regression and RF
stands for Random Forest.

Table 11: Comparison of OPE performance with different reward estimators (Women’s Campaign)

‘ Random — Bernoulli TS Bernoulli TS — Random

OPE Estimators \ LR RF LR RF
DM 0.21719 +0.03274 0.18036 +0.03723 0.31762 +0.01011  0.25277 +0.00998
DR 0.02835 £0.02420  0.03110 £0.02421  0.09244 +0.03063 0.08897 +0.03305
SNDR 0.02833 +0.02415  0.03092 +0.02418  0.07659 +0.02582  0.12304 +0.04315

0.02835 +0.02420  0.03110 £0.02421
0.07023 +0.02786  0.06617 +0.02497
0.02809 +0.02388  0.02990 +0.02460

Switch-DR (7 = 100)
DRos (A = 100)
MRDR

0.08990 +0.01381  0.07917 +0.01589
0.21119 +0.00679  0.17460 +0.00853
0.02800 +0.01758  0.03125 +0.01848

Note: The averaged relative-estimation errors and their unbiased standard deviations estimated over 30 different
bootstrapped iterations are reported. m, — . represents the OPE situation where the estimators aim to estimate
the policy value of 7. using logged bandit data collected by 7. LR stands for Logistic Regression and RF
stands for Random Forest.
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timestamp item_id position in;:iccaI:or action_prob user_features user_item_affinity
2019-11-xx 25 1 0 0.0125 e2500f3f faiweurg 0 1
2019-11-xx 32 2 1 0.0871 7c4l14ef7 jugj2qfd 1 0
2019-11-xx 11 3 0 0.0613 60bd4df9 fji23ghrf 0 3
2019-11-xx 40 1 0 0.1889 7c20d9b5 slafhas2 2 0

Figure 2: Schema of the Open Bandit Dataset.

D Open Bandit Dataset

The dataset currently consists of a total of about 26M rows, each representing a user impression with
some feature values, selected items as actions, true action choice probabilities by the data collection
policies, and click indicators as reward variables. Specifically, Figure [2|describes the schema of the
Open Bandit Dataset, where

* timestamp: timestamp of impressions.

e item_id: index of items as arms (index ranges from 0-79 in "ALL" campaign, 0-33 for
"Men" campaign, and 0-45 "Women" campaign).

* position: the position of an item being recommended (1, 2, or 3 correspond to the left, center,
and right positions of the ZOZOTOWN recommendation interface in Figurem, respectively).

e click_indicator: a reward variable that indicates if an item was clicked (1) or not (0).

* action_prob: the probability of an item being recommended at the given position by a data
collection policy.

* user features (categorical): user-related feature values such as age and gender. User features
are anonymized using a hash function.

* user-item affinity (numerical): user-item affinity scores induced by the number of past clicks
observed between each user-item pair.

Potential Negative Societal Impacts and General Ethical Conduct

Our open data and pipeline contribute to fair and transparent machine learning research, especially
bandit algorithms and off-policy evaluation. By setting up a common ground for credibly evaluating
the performance of bandit and off-policy evaluation methods, our work is expected to foster their
real-world applications. A limitation is that it is difficult to generalize the experimental results
and conclusions based on our data to other important domains, such as education, healthcare, and
the social sciences. To enable generalizable comparison and evaluation of bandit algorithms and
off-policy evaluation, it is desired to construct public benchmark datasets from a broader range of
domains.

As we have touched on in Section[3] we hashed the feature vectors related to the users included in the
dataset. Therefore, our dataset does not contain any personally identifiable information or sensitive
personally identifiable information.

D.1 *ChecKklists

* Public Real-World Dataset is available at https://research.zozo.com/data.html
* We bear all responsibility in case of violation of rights

* This dataset is licensed under CC BY 4.0.

* The dataset will be maintained for a long time at the same page
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Figure 3: Open Bandit Pipeline Overview.

E Open Bandit Pipeline (OBP) Package

As described in Section 3] the Open Bandit Pipeline contains implementations of dataset preprocess-
ing, several policy learning methods, and a variety of OPE estimators including several advanced
methods.

Below, we show an example of conducting an offline evaluation of the performance of BernoulliTS
using IPW as an OPE estimator and the Random policy as a behavior policy. We see that only ten
lines of code are sufficient to complete the standard OPE procedure from scratch (Code Snippet 1).

# a case for implementing OPE of BernoulliTS using log data generated by Random
>>> from obp.dataset import OpenBanditDataset

>>> from obp.policy import BernoulliT$S

>>> from obp.ope import OffPolicyEvaluation, InverseProbabilityWeighting as IPW

# (1) Data loading and preprocessing
>>> dataset = OpenBanditDataset(behavior_policy="random", campaign="all")
>>> bandit_feedback = dataset.obtain_batch_bandit_feedback()

# (2) Production Policy Replication
>>> evaluation_policy = BernoulliTS(
n_actions=dataset.n_actions,
len_list=dataset.len_list,
is_zozotown_prior=True, # replicate policy used in the Z0ZOTOWN production
campaign="all",
random_state=12345
)
>>> action_dist = evaluation_policy.compute_batch_action_dist(
n_sim=100000, n_rounds=bandit_feedback["n_rounds"]

)

# (3) 0ff-Policy Evaluation

>>> ope = OffPolicyEvaluation(bandit_feedback=bandit_feedback,
ope_estimators=[IPW()])

>>> estimated_policy_value = ope.estimate_policy_values(action_dist=action_dist)

# estimate the performance improvement of BernoulliTS over Random
>>> ground_truth_random = bandit_feedback["reward"] .mean()

>>> print(estimated_policy_value["ipw"] / ground_truth_random)
1.198126...

Code Snippet 1: Overall Flow of Off-Policy Evaluation using Open Bandit Pipeline
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In the following subsections, we explain some important features in the example flow.

E.1 Data Loading and Preprocessing

We prepare easy-to-use data loader for the Open Bandit Dataset. The
obp.dataset.OpenBanditDataset class will download and preprocess the original data.

# load and preprocess raw data in the "ALL" campaign collected by the Random policy
>>> dataset = OpenBanditDataset(behavior_policy="random", campaign="all")

# obtain logged bandit feedback generated by the behavior policy

>>> bandit_feedback = dataset.obtain_batch_bandit_feedback()

Code Snippet 2: Data Loading and Preprcessing

Users can implement their own feature engineering in the pre_process method of
OpenBanditDataset class. Moreover, by following the interface of BaseBanditDataset in the
dataset module, one can handle future open datasets for bandit algorithms and OPE. The dataset mod-
ule also provides a class to generate synthetic bandit datasets and to modify multiclass classification
data to bandit feedback data.

E.2 Production Policy Replication

After preparing the logged bandit data, we now replicate BernoulliTS used during the data collection
in the ZOZOTOWN production. Then, we can use it as the evaluation policy.

# define evaluation policy (the Bernoulli TS policy here)
>>> evaluation_policy = BernoulliTS(
n_actions=dataset.n_actions,
len_list=dataset.len_list,
is_zozotown_prior=True, # replicate BernoulliTS in the ZOZOTOWN production
campaign="all",
random_state=12345
)
# compute the action choice probabilities of the evaluation policy by running
simulation
# action_dist is an array of shape (n_rounds, n_actions, len_list)
# representing the action choice probabilities of the evaluation policy
>>> action_dist = evaluation_policy.compute_batch_action_dist(
n_sim=100000, n_rounds=bandit_feedback["n_rounds"]

)

Code Snippet 3: Production Policy Replication

The compute_batch_action_dist method of BernoulliTS computes the action choice probabilities
based on given hyperparameters of the beta distribution. By activating the is_zozotown_prior
argument, one can replicate BernoulliTS used in the ZOZOTOWN production. action_dist is an
array representing the distribution over actions made by the evaluation policy.

E.3 Off-Policy Evaluation

Our final step is OPE, which attempts to estimate the performance of bandit policies using only the
log data generated by a behavior policy. Our pipeline provides an easy procedure to implement OPE
as follows.
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# estimate the policy value of BernoulliTS based on its action choice probabilities

# it is possible to set multiple OPE estimators to the ‘ope_estimators‘ argument

>>> ope = foPolicyEvaluation(bandit_feedback=bandit_feedback,
ope_estimators=[IPW()])

>>> estimated_policy_value = ope.estimate_policy_values(action_dist=action_dist)

>>> print(estimated_policy_value)

{"ipw": 0.004553...} # dictionary containing policy values estimated by each
estimator

# compare the estimated performance of BernoulliTS with the performance of Random
# our OPE procedure suggests that BernoulliTS improves Random by 19.81Y%

>>> ground_truth_random = bandit_feedback["reward"] .mean()

>>> print(estimated_policy_value["ipw"] / ground_truth_random)

1.198126. ..

Code Snippet 4: Off-Policy Evaluation

Users can implement their own OPE estimator by following the interface of
BaseOffPolicyEstimator class. O0ffPolicyEvaluation class summarizes and compares
the policy values estimated by several OPE estimators. bandit_feedback["reward"] .mean() is
the empirical mean of factual rewards (on-policy estimate of the policy value) in the log and thus is
the performance of the Random policy during the data collection period.
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