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ABSTRACT

Recent advancements in large language models (LLMs) have led to remarkable
performance across a wide range of language understanding and mathematical
tasks. As a result, increasing attention has been given to assessing the true reason-
ing capabilities of LLMs, driving research into commonsense, numerical, logical,
and qualitative reasoning. However, with the rapid progress of reasoning-focused
models such as OpenAI’s o1 and DeepSeek’s R1, there has been a growing de-
mand for reasoning benchmarks that can keep pace with ongoing model develop-
ments. In this paper, we introduce MASTERMINDEVAL, a simple, scalable, and
interpretable deductive reasoning benchmark inspired by the board game Master-
mind. Our benchmark supports two evaluation paradigms: (1) agentic evaluation,
in which the model autonomously plays the game, and (2) deductive reasoning
evaluation, in which the model is given a pre-played game state with only one
possible valid code to infer. In our experimental results we (1) find that even
easy Mastermind instances are difficult for current models and (2) demonstrate
that the benchmark is scalable to possibly more advanced models in the future
Furthermore, we investigate possible reasons why models cannot deduce the final
solution and find that current models are limited in deducing the concealed code
as the number of statement to combine information from is increasing.

1 INTRODUCTION

Large language models (LLMs) have demonstrated remarkable performance across various text gen-
eration tasks, spanning both text and vision modalities (Grattafiori et al., 2024). These models,
characterized by their large parameter counts, have proven effective in a wide range of language
understanding tasks (Brown et al., 2020; Zhao et al., 2024). While LLMs have become increas-
ingly proficient at solving complex reasoning tasks, particularly in mathematical domains, concerns
persist regarding their actual ability to perform deductive reasoning. This limitation has drawn sig-
nificant attention from the research community (Sinha et al., 2019; Geva et al., 2021; Dziri et al.,
2023).

Several benchmarks have been developed to assess various reasoning capabilities, including LogiQA
(Liu et al., 2020b), ReClor (Yu et al., 2020), and FOLIO (Han et al., 2024). However, many of these
high-quality, human-generated benchmarks lack an easy and scalable method for extension. On
the other hand, existing logic-based game benchmarks, such as LogicBench (Parmar et al., 2024),
already incorporate board games to measure reasoning capabilities in language models. Yet, these
benchmarks face several limitations. First, they often involve two-player games, where an LLM’s
decision-making process is heavily influenced by the opponent’s moves, making it difficult to isolate
and interpret the model’s reasoning. Second, these benchmarks are typically not designed for scal-
ability—games like Tic-Tac-Toe do not meaningfully increase in complexity with a larger board,
while others, like Mastermind, become disproportionately harder when parameters such as code
length are extended. Finally, evaluating models purely based on game outcomes fails to distinguish
between genuine strategic reasoning and mere memorization of optimal moves from pretraining
data. Furthermore, once these benchmarks are created, they cannot be easily adapted to accommo-
date future advancements in reasoning models, limiting their long-term applicability.
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Figure 1: (Left) A Mastermind game instance with a secret code of length 4 and 6 possible colors,
along with corresponding feedback for each guess (black and white pegs). (Center) Our strategy
evaluation paradigm in MASTERMINDEVAL, where the LLM acts as the codebreaker in a multi-turn
chat environment. (Right) Using Knuth’s Five-Guess Algorithm, we pre-play games until only one
valid code remains, then prompt the model to deduce the final answer based on the provided hints.

To address these limitations, we propose MASTERMINDEVAL, a benchmark inspired by the game of
Mastermind, a logical deduction puzzle in which the player must infer a concealed color code based
on feedback from previous guesses. Our benchmark provides two distinct evaluation methodolo-
gies: (1) an agentic evaluation, where the LLM autonomously plays the game, and (2) a deductive
reasoning evaluation, where the LLM is tasked to infer the only valid color code in a pre-played
game based on prior feedback. We present these variants in Figure 1. Additionally, we introduce a
multiple-choice derivation of the deductive reasoning evaluation in which the model needs to select
the correct answer based on the log-likelihood, thus performing deductive reasoning only using its
pretraining objective without relying on newer paradigms such as test-time compute (Snell et al.,
2024; Muennighoff et al., 2025).

We summarize our contributions as follows:

1. We introduce MASTERMINDEVAL, a reasoning benchmark based on the game of Master-
mind and propose three distinct evaluation methodologies for assessing language model
performance using our framework.

2. We conduct comprehensive experiments on the proposed evaluation methodologies,
demonstrating that our benchmark is scalable and highlighting the current limitations of
models in combining multiple pieces of information.

3. We open-source our code and datasets, providing the research community with a scalable
reasoning benchmark and potential training datasets to improve reasoning capabilities 1.

2 RELATED WORK

Reasoning has long been considered a fundamental capability of language models (Liu et al., 2020a;
Cobbe et al., 2021; Suzgun et al., 2023; Srivastava et al., 2023). As model size increases, reasoning
abilities naturally emerge, making it a core attribute of LLMs, as demonstrated in prior work (Ope-
nAI et al., 2024). To better utilize this capability, techniques such as chain-of-thought prompting

1https://github.com/flairNLP/mastermind
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(Wei et al., 2023) and specialized training through reinforcement learning (Lambert et al., 2025)
have been widely adopted. Most recently, many works have demonstrated the positive effect of
increased test-time compute (generating more tokens at test time) to be better at reasoning tasks
(Snell et al., 2024; Muennighoff et al., 2025). Another direction is multi-step reasoning that breaks
down complex decision-making and planning tasks into smaller solvable tasks, which are frequently
encountered in LLM-based agents (Guo et al., 2024; Xi et al., 2023).

Many benchmarks exist to assess various aspects of reasoning such as inductive reasoning (Sinha
et al., 2019), temporal reasoning (Fatemi et al., 2024; Wang & Zhao, 2024), spatial reasoning
(Mirzaee et al., 2021), counterfactual reasoning (Tandon et al., 2019), mathematical reasoning
(Glazer et al., 2024) or logical reasoning (Han et al., 2024). (Gui et al., 2024). Additionally,
knowledge-based reasoning, particularly commonsense reasoning (Talmor et al., 2019), assesses
whether models can apply commonsense knowledge to make sound inferences. More advanced rea-
soning tasks, such as theory-of-mind reasoning, evaluate whether models can infer human thoughts
and beliefs (Wagner et al., 2024).

Reasoning can also be evaluated through board games such as Chess (Campbell et al., 2002) or Go
(Silver et al., 2016), which require highly complex strategic planning. While specialized models
are typically trained for such games, reasoning capabilities in language models are assessed using
benchmarks such as LogicGame (Gui et al., 2024), LogicBench (Parmar et al., 2024), BoardgameQA
(Kazemi et al., 2023), TruthQuest (Mondorf & Plank, 2024), and GAMEBoT (Lin et al., 2024).
These benchmarks introduce simplified yet challenging board game environments. However, they all
share the following limitations: (1) They are not easily scalable in terms of complexity. For example,
increasing the board size in Tic-Tac-Toe does not significantly increase its complexity, whereas
Mastermind becomes considerably more difficult when using longer secret codes. (2) Evaluating
models solely based on game outputs does not determine whether a model is genuinely reasoning
and pursuing a strategy to win or merely reproducing good moves memorized from large-scale
pretraining data.

3 MASTERMINDEVAL

3.1 GAMEPLAY

In the game of Mastermind, the player (the "codebreaker") attempts to deduce a hidden sequence
of symbols by making successive guesses and receiving feedback. The game is defined by three
key parameters: the code length c, the number of possible symbols n, and the allowed number of
guesses g. A standard game configuration consists of a four-symbol code (c = 4) chosen from a set
of six possible symbols (n = 6), with repetitions allowed, resulting in 64 = 1, 296 possible codes.

If the codebreaker’s guess is (x1, x2, x3, x4) and the hidden code is (y1, y2, y3, y4), the player re-
ceives feedback indicating the accuracy of their guess based on two criteria:

1. The number of symbols that are in the correct position, i.e., the number of indices j such
that xj = yj (referred to as "black hits").

2. The number of symbols that are present in the code but in the wrong position, i.e., the
number of indices j where xj ̸= yj but xj = yk for some k, provided that yk has not
already been counted as a black hit (these are called "white hits").

As stated in Bonnet & Viennot (2016), this evaluation process can be formalized as a grading func-
tion, which is a symmetric function taking two codes as input and returning a pair of integers (b, w)
as output. Given an instance (c, n) of the Mastermind game, a secret code s, and a guess g, the
number of black and white hits is computed as:

b =

c∑
i=1

δ(si, gi), w = max
g̃∈Perm(g)

(
c∑

i=1

δ(si, g̃i)

)
− b,

where δ denotes the Kronecker delta function, which returns 1 if si = gi and 0 otherwise, and
Perm(g) denotes the set of all permutations of g.

3



Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

The objective of the codebreaker is to achieve c black hits by iteratively refining guesses based
on the feedback. This iterative process allows the player to eliminate incorrect possibilities and
progressively narrow down the valid solutions. In Figure 1 (deductive reasoning view, right side),
an example illustrates how feedback systematically reduces the set of possible codes until only one
valid solution remains. The challenge is to identify this solution within the allotted number of
guesses g.

3.2 BENCHMARK CONSTRUCTION

We employ an LLM as the codebreaker and implement a dedicated evaluator class that encapsulates
the logic of Mastermind, defined by three parameters: code length c, number of possible symbols n,
and the number of allowed guesses g. At the start of each game, a secret code is randomly sampled
from the nc possible combinations. The LLM is then prompted to generate an initial guess.

To ensure correct parsing, the model is instructed to clearly indicate its final guess within a structured
response format. The guess is extracted using a regular expression to identify and validate the
proposed sequence of symbols. It is then evaluated against the secret code, and feedback is provided
based on the rules outlined in Section 3.1 (see also Figure 4 for reference). Each interaction between
the model and the game environment is appended to the overall context, which is provided to the
model so that it can consider all previous reasoning when generating subsequent guesses. In the
following sections, we introduce the two evaluation paradigms in which LLMs are assessed using
MASTERMINDEVAL.

3.3 AGENTIC EVALUATION

The first evaluation paradigm presents the classical Mastermind game, where the LLM assumes
the role of the codebreaker, tasked with deducing a concealed code through iterative (multi-turn)
reasoning. The game continues until the model correctly identifies the secret code or reaches a
predefined limit on the number of allowed guesses.

Success in this setting depends on refining strategies to maximize information gain with each
move. Algorithmic approaches such as those proposed by Knuth (1977) and Kooi (2005) effec-
tively balance exploration—formulating diverse guesses to extract informative feedback—and ex-
ploitation—leveraging prior feedback to make optimal deductions within known constraints. Strong
performance in this paradigm demonstrates an LLM’s ability to perform logical elimination, en-
gage in adaptive reasoning, and efficiently refine hypotheses, all of which are crucial for structured
problem-solving tasks.

3.4 DEDUCTIVE REASONING EVALUATION

The agentic evaluation paradigm assesses two distinct capabilities of language models: (1) deducing
the final code based on prior guesses and (2) selecting optimal guesses to reach the solution as
efficiently as possible. To isolate and evaluate a model’s deductive reasoning ability, we introduce a
separate evaluation paradigm in which the guessing strategy is predefined.

To achieve this, we construct a dataset comprising over 30,000 pre-played game states across various
game configurations, generated using Knuth’s algorithm. Each game progresses until only a single
valid code remains based on previous feedback. Unlike the strategy evaluation setting, where models
must determine their next move, this paradigm exclusively tests their ability to infer the correct
solution given a fixed sequence of prior guesses. The task evaluates whether an LLM can accurately
synthesize available information and deduce the unique remaining solution under given constraints.

Knuth’s Five-Guess Algorithm. Knuth’s algorithm (Knuth, 1977) solves the Mastermind game
optimally in at most five guesses using a minimax strategy. Given a secret code s from a set S,
the algorithm iteratively selects guesses g ∈ S to minimize the worst-case number of remaining
possibilities:

g∗ = argmin
g∈S

max
s′∈S

f(g,s′)=f(g,s)

|S ′|
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where f(g, s) denotes the generalized feedback function from Section 3.1, and S ′ represents the
reduced solution space remaining after incorporating feedback f(g, s). The process begins with an
optimal first guess (e.g., (1, 1, 2, 2)) and continues until only a single valid code remains (|S| = 1),
ensuring a solution within at most five steps.

3.5 MULTIPLE-CHOICE EVALUATION

At last, we derive two multiple-choice versions of the deductive reasoning benchmark, inspired by
datasets commonly used in the lm-eval-harness (Gao et al., 2023) project. In this setting, models
rely solely on their pretraining objective to determine the concealed code. We implement two varia-
tions: (1) a version where incorrect answers are randomly generated codes, and (2) a version where
incorrect answers differ from the correct solution by only one symbol. To ensure fairness, no answer
option appears in the previous guesses within the prompt.

Log-Likelihood Prediction. Given a generated statement, we compute the log-likelihood score
log p̂(ai | t), where t represents the prompt and ai is an answer candidate. Since the template is the
same across all answer options, ranking them is sufficient, allowing us to express the log-likelihood
as:

log p̂(ai | t) = log p̂(ai, t)− log p̂(t).

As causal language models predict token-level log-likelihoods based on prior context, the overall
log-likelihood of a sentence is simply the sum of the token-wise log-likelihoods.

4 EXPERIMENTAL SETUP

We evaluate a diverse set of open-source models on our benchmark, including Qwen-2/2.5 (Qwen
et al., 2025), Llama-3.1/3.2 (Grattafiori et al., 2024), Phi-3.5/4 (Abdin et al., 2024a;b), and dis-
tilled Qwen-2.5 models from DeepSeek-R1 (DeepSeek-AI et al., 2025). In our tables, we denote
these models as Qwen-2.5 (R1), covering a parameter range from 1.5B to 7B. All experiments are
conducted on four Nvidia H100 GPUs with 80GB of memory. Additionally, we report results for
proprietary GPT models, including GPT-4o, GPT-4o-mini, and its reasoning variant, o3-mini (Ope-
nAI et al., 2024).

For the agentic and deductive reasoning evaluations, each model plays 100 games, and we report the
solve rate, defined as the fraction of games in which the model correctly identifies the concealed code
within the allowed number of guesses. Games where a model correctly guesses the concealed code
on the first attempt are excluded from the evaluation. For example, in easy game configurations
such as (c = 2, n = 4), the probability of guessing the concealed code on the first attempt is
approximately 6.3%. We re-play these games to ensure that every model plays the same set of
games. For the deductive reasoning evaluation, we use the same setup, except that the model is
limited to a single attempt to solve the game. The only exception is the multiple-choice evaluation,
where we assess performance across all 30,000+ instances.

5 RESULTS

5.1 AGENTIC EVALUATION

Larger models show better reasoning capabilities. Table 1 presents model performance across
different game configurations, highlighting trends in capability scaling and efficiency. GPT-4o,
GPT-4o-mini, and o3-mini consistently achieve the highest accuracy, performing near-perfectly in
simpler settings (c = 2, n = 4) and maintaining strong results even as task complexity increases.
Notably, o3-mini, the dedicated reasoning model, achieves high solve rates (over 0.85) even in more
challenging settings (c = 5, n = 7). Although not shown in the table, we find that o3-mini’s
performance declines in more difficult settings, solving 60% of games when c = 6, n = 8 and only
29% when c = 7, n = 9.

Among open-source models, Phi-4 demonstrates the best overall performance, outperforming all
other models. However, while it performs well in simpler settings, its accuracy approaches zero
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Game Config
Model Params (c = 2, n = 4) (c = 3, n = 5) (c = 4, n = 6) (c = 5, n = 7)

Qwen-2 1.5B 0.25 0.03 0.01 0.00
Qwen-2.5 3B 0.69 0.12 0.02 0.00

7B 0.73 0.18 0.04 0.00
Llama-3.2 3B 0.56 0.13 0.04 0.01
Llama-3.1 8B 0.58 0.31 0.07 0.01
Phi-3.5 (mini) 3.8B 0.34 0.16 0.00 0.00
Phi-4 14B 0.85 0.52 0.30 0.07
Qwen-2.5 (R1) 1.5B 0.26 0.06 0.00 0.00

7B 0.52 0.17 0.03 0.03

4o-mini - 0.99 0.73 0.34 0.10
4o - 1.00 0.77 0.33 0.02
o3-mini - 1.00 1.00 0.86 0.92

Table 1: (Agentic Evaluation) The performance of LLMs playing and solving various game configu-
rations of Mastermind. We present open-source models in the upper part and results for proprietary
GPT models in the lower part. We highlight the best scores in bold and the second-best are under-
lined.

as game complexity increases. Furthermore, we observe no significant difference between Qwen-
2.5 and its distilled version fine-tuned using DeepSeek-R1, suggesting that the reasoning ability of
larger models may not yet be effectively distilled into smaller models.

Figure 2: Test-time compute increases as the
model complexity increases indicating MASTER-
MINDEVAL can be easily scaled by increasing the
length of the secret code c and the number of pos-
sible colors/symbols n.

Test-time compute increases with task com-
plexity. Additionally, in Figure 2, we com-
pare the test-time compute of o3-mini and Phi-
4. We observe that both models increase their
test-time compute as task complexity grows.
However, o3-mini exhibits a much stronger
adaptive response, allocating significantly more
compute to more difficult tasks. This sug-
gests that o3-mini can reflect on task complex-
ity and dynamically adjust its compute usage to
achieve better results, even in the most complex
settings (see Table 1).

Models often fail to deduce the secret code,
even after eliminating all other possibilities.
We further report scores for “perfect games”
in Table 5, defined as games in which a model
has already reduced the remaining state space
to a single possible code and then deduces the
correct answer in the next guess. We observe
that many models struggle to achieve perfect games, often requiring additional guesses even when
only one valid code remains. This suggests that models may rely on local optimization rather than a
holistic strategy. However, o3-mini consistently achieves high perfect game rates (over 0.78) across
various settings, indicating that models explicitly trained for reasoning can learn to think more sys-
tematically.

5.2 DEDUCTIVE REASONING EVALUATION

Among open-source models, Phi-4 achieves the highest success rates across all configurations, with
scores of 0.50, 0.12, and 0.03, respectively. Llama-3 (8B) and DeepSeek-R1 (7B) also demonstrate
competitive performance, ranking among the top models in certain configurations.
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Game Config
Model Params (c = 2, n = 4) (c = 3, n = 5) (c = 4, n = 6)

Qwen-2.5 3B 0.09 0.02 0.01
7B 0.25 0.04 0.02

Llama-3.2 3B 0.08 0.04 0.03
Llama-3.1 8B 0.13 0.05 0.01
Phi-3.5 (mini) 3.8B 0.14 0.02 0.01
Phi-4 14B 0.50 0.12 0.03
Qwen-2.5 (R1) 1.5B 0.07 0.00 0.00

7B 0.49 0.05 0.00

GPT-4o-mini - 0.34 0.09 0.00
GPT-4o - 0.62 0.14 0.03
o3-mini - 0.99 1.00 0.99

Table 2: (Deductive Reasoning Evaluation) The performance of LLMs deducing the secret code in
pre-played games. We present results for open-source models in the upper part and proprietary GPT
models in the lower part. We indicate best scores in bold and second-best scores underlined.

Among proprietary models, o3-mini consistently outperforms all others across every configuration,
achieving the highest solve rates. GPT-4o-mini also performs well but lags slightly behind GPT-4o.

Notably, solve rates in this setting are lower compared to the agentic evaluation, indicating that
models often fail to deduce the secret code even when doing so is theoretically possible - since the
dataset is explicitly designed to ensure solvability. One possible explanation is that models require
additional guesses to correctly infer the final code.

Figure 3: We cluster the solve rate based on the
number of hints required to deduce the secret
code. We observe that the solve rate approaches 0
when the final code can only be deduced after four
chat interactions, even for capable models such as
GPT-4o.

Models struggle when reasoning over a
larger amount of information. Figure 3 il-
lustrates the number of hints required to deduce
the secret code. We observe that models with
generally strong performance achieve a high
solve rate when only a single hint is provided.
However, this rate drops significantly and ap-
proaches zero when the model must infer the
final code using four guesses. While o3-mini
successfully solves all states, we conclude that
models explicitly trained for reasoning can ef-
fectively integrate information across multiple
hints, whereas classical instruction-tuned mod-
els struggle in more complex settings.

5.3 MULTIPLE CHOICE EVALUATION

Table 3 and Table 4 present the performance of
various language models in the multiple-choice
evaluation setting, where models rank answer
options based on log-likelihood. The two tables
correspond to different types of incorrect answers: Table 3 features randomly generated codes as
distractors, whereas Table 4 presents more challenging distractors that differ from the correct code
by only a single pin or color.

Performance Across Evaluation Settings. Across both evaluation settings, larger models gener-
ally outperform smaller ones, but certain mid-sized models, such as Phi-3.5 (mini) and Qwen-2.5
(7B), achieve competitive results. In particular, Phi-3.5 (mini) achieves the highest scores in most
configurations, while Phi-4 performs best in the (c = 3, n = 5) setting and ranks second in the
others.
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Game Config
Model Params (c = 2, n = 4) (c = 3, n = 5) (c = 4, n = 6)

Qwen-2.5 3B 0.22 0.43 0.60
7B 0.31 0.48 0.70

Llama-3.2 3B 0.23 0.40 0.56
Llama-3.1 8B 0.30 0.42 0.60
Phi-3.5 (mini) 3.8B 0.38 0.52 0.72
Phi-4 14B 0.44 0.50 0.67
Qwen-2.5 (R1) 1.5B 0.30 0.45 0.65

7B 0.26 0.39 0.49

Table 3: (Multiple-Choice Evaluation) Performance of language models in multiple choice evalua-
tion using log-likelihood-based ranking and random codes as wrong answer options. We indicate
best scores in bold and second-best scores underlined.

Game Config
Model Params (c = 2, n = 4) (c = 3, n = 5) (c = 4, n = 6)

Qwen-2.5 3B 0.23 0.42 0.53
7B 0.37 0.48 0.57

Llama-3.2 3B 0.26 0.42 0.53
Llama-3.1 8B 0.35 0.45 0.56
Phi-3.5 (mini) 3.8B 0.38 0.50 0.61
Phi-4 14B 0.49 0.51 0.61
Qwen-2.5 (R1) 1.5B 0.35 0.43 0.58

7B 0.27 0.38 0.41

Table 4: (Multiple-Choice Evaluation) Performance of language models in multiple choice evalu-
ation using log-likelihood-based ranking and close codes as wrong answer options. The wrong
answers differ only in one pin compared to the concealed code. We indicate best scores in bold and
second-best scores underlined.

A key observation is that model performance is consistently higher when incorrect answers are ran-
domly generated codes rather than subtly modified versions of the correct answer. This suggests that
eliminating entirely incorrect codes is relatively easy for language models, whereas distinguishing
between highly similar codes is more challenging. This aligns with expectations, as small perturba-
tions in answer choices require models to perform fine-grained probabilistic reasoning rather than
relying on obvious likelihood differences.

Effect of Game Complexity. Interestingly, we observe an increase in model accuracy as game
complexity increases. This trend may seem counterintuitive, as solving more complex instances
should generally be harder. However, this phenomenon suggests that in highly constrained settings,
language models can leverage statistical regularities from pretraining to make well-informed elim-
inations. The structured nature of the problem may allow models to reason more effectively using
implicit knowledge, even in the absence of explicit step-by-step deductive reasoning.

Nonetheless, it is important to emphasize that this task is inherently different from the agentic eval-
uation, where models must actively deduce the concealed code by selecting optimal moves. In the
multiple-choice setting, the reasoning process is simplified, as models only need to rank pre-given
options rather than formulating a search strategy. Thus, while strong performance in this task high-
lights the effectiveness of pretraining for probabilistic inference, it does not necessarily translate to
strategic reasoning capabilities required for interactive gameplay.

Implications for Model Design. These findings suggest that while larger models tend to gener-
alize better, well-optimized mid-sized models can achieve comparable performance in constrained
reasoning tasks. Moreover, the challenge of distinguishing between similar answers points to the
need for improved fine-grained reasoning mechanisms, possibly through better representation learn-
ing or explicit reasoning objectives during training. Future work could explore whether additional
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reasoning-specific fine-tuning could bridge the performance gap between purely instruction-tuned
models and those explicitly trained for structured problem-solving.

6 CONCLUSION

We introduce a benchmark MASTERMINDEVAL based on the game of Mastermind to evaluate lan-
guage models in both strategic gameplay and deductive reasoning. Our results show that model
performance declines as game complexity increases, revealing fundamental limitations in multi-step
reasoning. Even in simple settings, models struggle to deduce the final code and integrate multiple
hints effectively.

Despite these challenges, models perform well in eliminating unlikely answers, likely due to their
pretraining objective. However, this ability does not translate into robust logical reasoning in struc-
tured problem-solving tasks. These findings suggest that while current models exploit statistical
patterns efficiently, significant advancements are needed to develop structured and strategic reason-
ing capabilities.
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hiro Yasunaga, Mihir Kale, Mike Cain, Mimee Xu, Mirac Suzgun, Mitch Walker, Mo Ti-
wari, Mohit Bansal, Moin Aminnaseri, Mor Geva, Mozhdeh Gheini, Mukund Varma T, Nanyun
Peng, Nathan Andrew Chi, Nayeon Lee, Neta Gur-Ari Krakover, Nicholas Cameron, Nicholas
Roberts, Nick Doiron, Nicole Martinez, Nikita Nangia, Niklas Deckers, Niklas Muennighoff, Ni-
tish Shirish Keskar, Niveditha S. Iyer, Noah Constant, Noah Fiedel, Nuan Wen, Oliver Zhang,
Omar Agha, Omar Elbaghdadi, Omer Levy, Owain Evans, Pablo Antonio Moreno Casares, Parth
Doshi, Pascale Fung, Paul Pu Liang, Paul Vicol, Pegah Alipoormolabashi, Peiyuan Liao, Percy

16

https://arxiv.org/abs/2408.03314
https://arxiv.org/abs/2408.03314


Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

Liang, Peter W Chang, Peter Eckersley, Phu Mon Htut, Pinyu Hwang, Piotr Miłkowski, Piyush
Patil, Pouya Pezeshkpour, Priti Oli, Qiaozhu Mei, Qing Lyu, Qinlang Chen, Rabin Banjade,
Rachel Etta Rudolph, Raefer Gabriel, Rahel Habacker, Ramon Risco, Raphaël Millière, Rhythm
Garg, Richard Barnes, Rif A. Saurous, Riku Arakawa, Robbe Raymaekers, Robert Frank, Rohan
Sikand, Roman Novak, Roman Sitelew, Ronan Le Bras, Rosanne Liu, Rowan Jacobs, Rui Zhang,
Russ Salakhutdinov, Ryan Andrew Chi, Seungjae Ryan Lee, Ryan Stovall, Ryan Teehan, Rylan
Yang, Sahib Singh, Saif M. Mohammad, Sajant Anand, Sam Dillavou, Sam Shleifer, Sam Wise-
man, Samuel Gruetter, Samuel R. Bowman, Samuel Stern Schoenholz, Sanghyun Han, Sanjeev
Kwatra, Sarah A. Rous, Sarik Ghazarian, Sayan Ghosh, Sean Casey, Sebastian Bischoff, Sebas-
tian Gehrmann, Sebastian Schuster, Sepideh Sadeghi, Shadi Hamdan, Sharon Zhou, Shashank
Srivastava, Sherry Shi, Shikhar Singh, Shima Asaadi, Shixiang Shane Gu, Shubh Pachchigar,
Shubham Toshniwal, Shyam Upadhyay, Shyamolima Shammie Debnath, Siamak Shakeri, Simon
Thormeyer, Simone Melzi, Siva Reddy, Sneha Priscilla Makini, Soo-Hwan Lee, Spencer Torene,
Sriharsha Hatwar, Stanislas Dehaene, Stefan Divic, Stefano Ermon, Stella Biderman, Stephanie
Lin, Stephen Prasad, Steven Piantadosi, Stuart Shieber, Summer Misherghi, Svetlana Kiritchenko,
Swaroop Mishra, Tal Linzen, Tal Schuster, Tao Li, Tao Yu, Tariq Ali, Tatsunori Hashimoto, Te-Lin
Wu, Théo Desbordes, Theodore Rothschild, Thomas Phan, Tianle Wang, Tiberius Nkinyili, Timo
Schick, Timofei Kornev, Titus Tunduny, Tobias Gerstenberg, Trenton Chang, Trishala Neeraj,
Tushar Khot, Tyler Shultz, Uri Shaham, Vedant Misra, Vera Demberg, Victoria Nyamai, Vikas
Raunak, Vinay Venkatesh Ramasesh, vinay uday prabhu, Vishakh Padmakumar, Vivek Sriku-
mar, William Fedus, William Saunders, William Zhang, Wout Vossen, Xiang Ren, Xiaoyu Tong,
Xinran Zhao, Xinyi Wu, Xudong Shen, Yadollah Yaghoobzadeh, Yair Lakretz, Yangqiu Song,
Yasaman Bahri, Yejin Choi, Yichi Yang, Sophie Hao, Yifu Chen, Yonatan Belinkov, Yu Hou,
Yufang Hou, Yuntao Bai, Zachary Seid, Zhuoye Zhao, Zijian Wang, Zijie J. Wang, Zirui Wang,
and Ziyi Wu. Beyond the imitation game: Quantifying and extrapolating the capabilities of lan-
guage models. Transactions on Machine Learning Research, 2023. ISSN 2835-8856. URL
https://openreview.net/forum?id=uyTL5Bvosj. Featured Certification.

Mirac Suzgun, Nathan Scales, Nathanael Schärli, Sebastian Gehrmann, Yi Tay, Hyung Won Chung,
Aakanksha Chowdhery, Quoc Le, Ed Chi, Denny Zhou, and Jason Wei. Challenging BIG-bench
tasks and whether chain-of-thought can solve them. In Anna Rogers, Jordan Boyd-Graber,
and Naoaki Okazaki (eds.), Findings of the Association for Computational Linguistics: ACL
2023, pp. 13003–13051, Toronto, Canada, July 2023. Association for Computational Linguis-
tics. doi: 10.18653/v1/2023.findings-acl.824. URL https://aclanthology.org/2023.
findings-acl.824/.

Alon Talmor, Jonathan Herzig, Nicholas Lourie, and Jonathan Berant. Commonsenseqa: A question
answering challenge targeting commonsense knowledge, 2019. URL https://arxiv.org/
abs/1811.00937.

Niket Tandon, Bhavana Dalvi, Keisuke Sakaguchi, Peter Clark, and Antoine Bosselut. WIQA: A
dataset for “what if...” reasoning over procedural text. In Kentaro Inui, Jing Jiang, Vincent Ng, and
Xiaojun Wan (eds.), Proceedings of the 2019 Conference on Empirical Methods in Natural Lan-
guage Processing and the 9th International Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pp. 6076–6085, Hong Kong, China, November 2019. Association for Com-
putational Linguistics. doi: 10.18653/v1/D19-1629. URL https://aclanthology.org/
D19-1629/.

Eitan Wagner, Nitay Alon, Joseph M. Barnby, and Omri Abend. Mind your theory: Theory of mind
goes deeper than reasoning, 2024. URL https://arxiv.org/abs/2412.13631.

Yuqing Wang and Yun Zhao. TRAM: Benchmarking temporal reasoning for large language mod-
els. In Lun-Wei Ku, Andre Martins, and Vivek Srikumar (eds.), Findings of the Association
for Computational Linguistics: ACL 2024, pp. 6389–6415, Bangkok, Thailand, August 2024.
Association for Computational Linguistics. doi: 10.18653/v1/2024.findings-acl.382. URL
https://aclanthology.org/2024.findings-acl.382/.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc
Le, and Denny Zhou. Chain-of-thought prompting elicits reasoning in large language models,
2023. URL https://arxiv.org/abs/2201.11903.

17

https://openreview.net/forum?id=uyTL5Bvosj
https://aclanthology.org/2023.findings-acl.824/
https://aclanthology.org/2023.findings-acl.824/
https://arxiv.org/abs/1811.00937
https://arxiv.org/abs/1811.00937
https://aclanthology.org/D19-1629/
https://aclanthology.org/D19-1629/
https://arxiv.org/abs/2412.13631
https://aclanthology.org/2024.findings-acl.382/
https://arxiv.org/abs/2201.11903


Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

Zhiheng Xi, Wenxiang Chen, Xin Guo, Wei He, Yiwen Ding, Boyang Hong, Ming Zhang, Jun-
zhe Wang, Senjie Jin, Enyu Zhou, Rui Zheng, Xiaoran Fan, Xiao Wang, Limao Xiong, Yuhao
Zhou, Weiran Wang, Changhao Jiang, Yicheng Zou, Xiangyang Liu, Zhangyue Yin, Shihan Dou,
Rongxiang Weng, Wensen Cheng, Qi Zhang, Wenjuan Qin, Yongyan Zheng, Xipeng Qiu, Xuan-
jing Huang, and Tao Gui. The rise and potential of large language model based agents: A survey,
2023. URL https://arxiv.org/abs/2309.07864.

Weihao Yu, Zihang Jiang, Yanfei Dong, and Jiashi Feng. Reclor: A reading comprehension dataset
requiring logical reasoning, 2020. URL https://arxiv.org/abs/2002.04326.

Wayne Xin Zhao, Kun Zhou, Junyi Li, Tianyi Tang, Xiaolei Wang, Yupeng Hou, Yingqian Min,
Beichen Zhang, Junjie Zhang, Zican Dong, Yifan Du, Chen Yang, Yushuo Chen, Zhipeng Chen,
Jinhao Jiang, Ruiyang Ren, Yifan Li, Xinyu Tang, Zikang Liu, Peiyu Liu, Jian-Yun Nie, and
Ji-Rong Wen. A survey of large language models, 2024. URL https://arxiv.org/abs/
2303.18223.

A APPENDIX

A.1 GAME PROMPT

Figure 4: The initial prompt used to play a game of Mastermind. We append each answer of the
LLM to the prompt such that LLM are enabled to reflect on their own thinking in future steps.

18

https://arxiv.org/abs/2309.07864
https://arxiv.org/abs/2002.04326
https://arxiv.org/abs/2303.18223
https://arxiv.org/abs/2303.18223


Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

Game Config
Model Params (c = 2, n = 4) (c = 3, n = 5) (c = 4, n = 6) (c = 5, n = 7)

Qwen-2.5 1.5B 0.00 0.03 0.00 0.05
Qwen-2.5 3B 0.06 0.01 0.03 0.09
Qwen-2.5 7B 0.12 0.02 0.03 0.15
DeepSeek-R1 1.5B 0.05 0.08 0.00 0.00
DeepSeek-R1 7B 0.09 0.03 0.04 0.06
DeepSeek-R1 14B 0.26 0.00 - -
Llama-3.1 8B 0.10 0.06 0.04 0.10
Llama-3.2 3B 0.15 0.03 0.09 0.00
Phi-3.5-mini 3.8B 0.12 0.07 0.03 0.05
Phi-4 14B 0.42 0.21 0.10 0.09

GPT-4o - 0.67 0.17 0.09 0.05
GPT-4o-mini - 0.33 0.12 0.08 0.02
o3-mini - 0.96 0.86 0.78 0.89

Table 5: (Perfect Deduction) We report the fraction of models that achieve “perfect games” in the
agentic evaluation paradigm. A perfect game is defined as a sequence of guesses that systematically
reduce the state space until only a single possible code remains, followed by a correct deduction on
the next guess. If the model requires additional attempts beyond this step, the game is not considered
perfect.

A.2 PERFECT GAMES IN AGENTIC EVALUATION

B LIMITATIONS AND FUTURE WORK

While our benchmark provides valuable insights into the reasoning capabilities of language models
through the game of Mastermind, our evaluation has several limitations. Due to computational
constraints, we were only able to systematically assess smaller open-source models, restricting our
analysis to models that could be run efficiently on available hardware. Additionally, we did not train
any models; however, methods such as reinforcement learning via feedback (RLVF) (Lambert et al.,
2025) could potentially improve both strategic play and deductive reasoning in language models.

Another limitation lies in the scope of qualitative information measurement. While we can track the
remaining state space in each game configuration using Knuth’s algorithm, contributions from other
research areas, such as game theory and psychology, could provide a more fine-grained understand-
ing of how models process structured information. In particular, a more precise quantification of the
informational content in each hint could further refine our analysis of LLM reasoning capabilities.

Furthermore, we cannot determine whether models are truly reasoning in MASTERMINDEVAL or
merely relying on pattern-matching learned during pretraining. The paper does not establish whether
games of Mastermind are present in the pretraining data, leaving open the possibility that perfor-
mance is influenced by prior exposure rather than reasoning ability. Verifying this through controlled
experiments or data ablation would help clarify the extent to which MastermindEval measures gen-
uine reasoning. Additionally, the study does not analyze how results in MastermindEval correlate
with established reasoning benchmarks, making it difficult to assess its validity as a reasoning met-
ric.

Another limitation is the absence of human evaluation. Since performance in MastermindEval ap-
pears to correlate with model size, it would be worth investigating whether it also aligns with mea-
sures of human intelligence. One straightforward approach would be to test whether people with
higher educational attainment perform better in the task. Exploring this connection could provide
additional support for MastermindEval as a reasoning benchmark. Future work incorporating human
evaluations would help determine whether the task meaningfully reflects reasoning ability beyond
model scaling trends.
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