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Supplementary material: Dissecting Temporal Understanding
in Text-to-Audio Retrieval

In this supplementary material, we provide additional information
about AudioCaps [1] validation data and text-to-text contrastive
loss experiments. Then, we describe in more details why we have
generated a more uniform version of AudioCaps. Lastly, we pro-
vide an approach to more confidently evaluate the ‘correctness’ of
AudioCaps descriptions using LLMs.

1 AUDIOCAPS VALIDATION DATA
We consider the validation set of AudioCaps and plot the distri-
bution of sentences containing temporal cues in Fig. 1. We notice
that differently from the train and the test set, there are consider-
ably more sentences containing the temporal cues ‘As’ and ‘While’.
It is important for the validation set to be representative of the
training and test sets and at the same time to contain examples of
different temporal cues. This is to select the best model that has the
potential of performing well on the test set and at the same time,
to understand temporal constraints.

Figure 1: Distribution of temporal conjunctions and preposi-
tions in the AudioCaps validation dataset.

2 ADDITIONAL EXPERIMENTS ON
AUDIOCAPS

The performance on TempTest, and on the modified TempTest𝑟𝑒𝑣

and TempTest𝑟𝑒𝑝 sets obtained from AudioCaps is almost the same
in Tab. 4. This means that the model [2] does not differentiate
much between the right order of the text sound events or them
being reversed. Therefore, we investigate if adding our text-text
contrastive loss L𝑡𝑡 encourages the model to pay more attention
to temporal ordering on AudioCaps, as we found this to be the case
on our synthetic SynCaps dataset.

When using our additional text-to-text loss for finetuning the
model, it is more sensitive to the ‘reversed’ and ‘replaced’ subsets
(Tab. 1). However, the overall results are similar to when the loss is
not used, warranting further research into improving the training
objective.

Table 1: Text-to-audio retrieval and audio-to-text re-
trieval results on AudioCaps for the model fine-tuned on
AudioCaps𝑢𝑛𝑖 (Train𝑢𝑛𝑖 ) using our text-text contrastive loss
L𝑡𝑡 .

Eval Dataset Subset Loss T→A A→T

R@1 R@1

AudioCaps𝑢𝑛𝑖
Test L𝑡𝑎 + 𝜆L𝑡𝑡 42.48 53.43

TempTest L𝑡𝑎 + 𝜆L𝑡𝑡 49.33 61.86
TempTest𝑟𝑒𝑣 L𝑡𝑎 + 𝜆L𝑡𝑡 39.06 50.85
TempTest𝑟𝑒𝑝 L𝑡𝑎 + 𝜆L𝑡𝑡 38.78 51.40

3 WHY AUDIOCAPS UNIFORM DATA?
We propose a more uniform version of the AudioCaps dataset that
is easy to use in experiments, as it only changes the original text
descriptions to have the same meaning but use a more varied set of
temporal cues. If models reach a point where they truly understand
temporal ordering, we should expect that, the performance on the
Test and Test𝑢𝑛𝑖 sets will be very similar. The same should apply to
TempTest and TempTest𝑢𝑛𝑖 .

[3] perform one experiment where they take 88 text-audio ex-
amples containing ‘before’ and 88 text-audio examples containing
‘after’. Then, ‘before’ and ‘after’ are swapped and vice versa. This
experiment is used to evaluate if the model understands the tempo-
ral ordering implied by these prepositions. The reason such a small
test set is used for this experiment is that there are not enough
example sentences containing ‘before’ and ‘after’. We believe that
this constraints the statistical significance of the experiments in [3].
However, more sentences containing these prepositions can easily
be obtained by re-writing what we already have. This allows us to
run a more reliable experiment regarding the effect of replacing
‘before’ and ‘after’. It also allows for a more comprehensive experi-
ment where we not only replace ‘before’ with ‘after’, but generate
other negative ‘swaps’, as done in our rep experiment.

4 VERIFY CORRECTNESS OF LLM
EVALUATIONS OF AUDIOCAPS
DESCRIPTIONS

In Sec. 3.1., we proposed an empirical evaluation of the correctness
and completeness of the AudioCaps descriptions. We have done so
by starting from the assumption that LLMs act as oracles, providing
reliable evaluations. To further verify the correcntess of the LLM
evaluations, one approach is to ask the LLM to not only classify
the descriptions into ‘correct’, ‘incomplete’ and ‘incorrect’, but also
ask for the correct description given the inputs. Then, for the cases
where the original AudioCaps descriptions were considered ‘incom-
plete’ or ‘wrong’, we can repeat the process, but this time provide
the LLM-generated “corrected” descriptions and the sound times-
tamps as inputs. If the LLM considers the generated description as
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‘correct’, we can assume that the original evaluation of the original
AudioCaps description of ‘incomplete’ or ‘wrong’ was reliable. If
not, we can repeat the process from the beginning. We repeat this
until the two LLM steps agree for all examples.
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