SALIENCY MAPS GIVE A FALSE SENSE OF EXPLAINABILITY

ses  Supplementary Material

se9  In the appendices, we provide more details on the experimental settings as well as results.

s Appendix A. Visualization of Best/Worst Case w.r.t. Fidelity Metrics
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Figure A3: Images achieving best/worst performance w.r.t. each fidelity metric. M stands for
Monotonicity. Our visualization of IG appears worse than those in the original paper
due to different normalization techniques. Our primary focus, however, is on fair com-
parison on mathematical evaluation rather than visualization.
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Appendix B. Experimentation with a Different Model

We extend the evaluation procedure to another popular model on the domain, namely VGG16 (Si-
monyan and Zisserman, 2015). Following evaluation procedure described previously, we replicate
our experimentation for Fidelity, Fidelity vs. Prediction and Robustness and Complexity.

Fidelity Similar to the evaluation encountered on Table 1, VGG16 highlights similar occurrences.
On Table A5 we observe that CAM-based methods consistently outperform other attributions re-
garding these metrics. Additionally, the shortcomings of fidelity metrics for image classification are
maintained as Fake-CAM still ranks amongst the top for AI/AD/Monotonicity.

Methods ‘ Al AD AG ‘ 1 D ‘ Monotonicity
Uninformed Fake-CAM 432 99.5 0.6 55.5 64.1 0.18
Gradient 2.6 5.0 0 46.6 86.2 -0.19
Gradient 1G 2.8 5.7 0.1 49.3 90.2 0.28
GuidedBP 2.6 49 0 46.9 85.4 -0.17
Grad-CAM 40.5 85.4 14.7 64.9 89.0 0.50
CAM Grad-CAM++ 335 82.5 10.3 62.5 87.8 0.57
Score-CAM 37.7 84.0 134 62.9 88.2 0.55
Occlusion RISE 32.8 83.9 9.4 60.4 78.1 0.32
LIME 10.1 34.2 2.5 60.8 84.9 0.30
Learning IBA 28.2 76.0 8.6 63.3 88.5 0.57

Table A5: Evaluation of selected saliency mapping methods for different fidelity metrics w.r.t. the
respective ground truth classes, where AD = 100 — AD and D = 100 — D. This
adjustment aligns all metrics so that higher values correspond to better performance.

Fidelity vs Prediction Extending the study case for multiple instances of class-specific behavior,
in Table A6 we observe the consistency in our findings. On one hand, the performance of attributions
generated for instances where we consider the ground truth class is as expected, optimal. On another
hand contrasting experiments using ResNet50 in Table 2, we observe that while Score-CAM attains
a higher performance in the first case mentioned; this is not the case on VGG16. With this in mind,
and the small performance difference between this approach and Grad-CAM, we argue that the
latter still maintains usefulness given its simplicity and competitive results.

Robustness and Complexity Lastly, on Table A7 we highlight robustness and complexity for
VGG16. Our findings remain consistent with the observations made for ResNet50. In particular,
we remark that while this family of metrics highlights mathematical properties, they do not describe
adequately explainability.

Appendix C. Sensitivity to Transformation

Resize, Rotation, and Crop. When testing on Resize, Rotation, and Crop transformations, we
use several parameter settings for each and report the average results in Table 4. For Resize, we
resized from the original size, i.e., 224 x 224, to 32 x 32, 64 x 64, 128 x 128, and 448 x 448. For
Rotation, we chose angles of 45°, 135°, 255°, and 315°. For Crop, we performed random cropping
with seeds 32, 44, 55, and 93. In this section, We provide the mean values with standard deviations
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M ‘ Ground Truth ‘ Predicted Class ‘ Least Probable
ethods
| AL AD AG 1 D |Al AD AG I D |Al AD AG1 D
Uninformed Fake-CAM 432 995 0.6 555 64.1|422 99.6 0.7 62.0 59.8|63.8 988 0 0O 100
Gradient 26 50 0 46.6 862| 0 1 0 50.7 844|100 100 O O 100
Gradient IG 28 57 0.1 493 902|0.1 1.6 0 540 89.1{99.9 100 0 O 100
GuidedBP 26 49 0 469 84| 0 1.0 O 517 84.1|100 100 O O 100
Grad-CAM 40.5 85.4 14.7 649 89.0|33.7 83.0 15.5 734 87.9(99.9 100 0 O 100
CAM Grad-CAM++ | 33.5 82.5 10.3 62.5 87.8|27.8 80.8 11.2 70.9 86.6|87.7 933 0 0 100
Score-CAM | 37.7 84.0 13.4 629 882|314 81.8 142 71.2 87.0/96.6 982 0 0O 100
Ocelusion IBA 282 76.0 86 633 88.5[20.3 72.0 85 71.7 873|947 97.1 0 0O 100
RISE 32.8 839 94 604 78.130.8 84.0 11.7 68.5 79.8|85.8 93.0 0 0O 100
Learning LIME 10.1 342 25 60.8 84.9| 4.7 292 2.1 68.3 83.3[985 99.1 0 0 100

Table A6: Evaluation of fidelity metrics with respect to different classes. Experimentation with

VGG 16.
Methods MS AS Sparseness Complexity EC
Uninformed Fake-CAM 0.96 0.95 0 10.82 50175.0
Gradient 0.97 0.94 424 10.5 50175.0
Gradient IG 1.17 1.11 50.9 10.3 50174.4
GuidedBP 1.60 1.50 42.5 10.5 50174.9
Grad-CAM 0.87 0.86 41.9 10.5 49307.2
CAM Grad-CAM++ 0.87 0.86 39.7 10.5 50162.1
Score-CAM 0.88 0.87 46.5 10.4 50120.1
Ocelusion RISE 0.91 0.90 30.9 10.67 50175.0
LIME 0.92 0.91 72.5 9.73 26599.1
Learning IBA 0.85 0.84 52.0 10.3 50173.1

Table A7: Evaluation of robustness and complexity metrics.
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in Table A8, Table A9 and Table A10. The larger the standard deviation over the results, the more
sensitive the results are. Comparing the standard deviation values between gradient-based methods
and others, as well as between AG and others, confirms our key observations. Additionally, we
find that the standard deviation is largest for resize, followed by rotation, and smallest for crop,
indicating that fidelity is most sensitive to resizing and least sensitive to cropping.

Methods | AT AD AG I D
Basis Fake-CAM 474(47)  20(1.8) 905(9.0) 248(21.2) 862(123)
Gradient 347(344) 378(355) 0.1(0.1) 220(182) 952 (4.6)
Gradient  IG 34.2(343) 373(353) 0.0(0.0) 222(183) 95.1(4.9)
GuidedBP 34.8(348) 382(355 02(02) 21.7(17.8) 952(4.9)
Grad-CAM | 47.7(20.3) 71.7(10.7) 6.3(63) 313(18.8) 93.8(5.0)
CAM Grad-CAM++ | 462(212) 71.0(104) 58(5.6) 30.9(18.6) 91.4(3.8)
Score-CAM | 42.9(10.9) 757(103) 11.5(74) 367(19.7) 91.5(54)
Occlusion  RISE 39.6(16.7)  66.0(6.6) 4.6(3.6) 264(217) 922(6.8)
LIME 29.9(25.6) 40.6(26.6) 27(29) 272227 93.1(5.1)
Learning  IBA 33.6(12.1) 574(120) 4.9(60) 269(235) 93.1(6.3)

Table A8: Report the average (standard deviation) of four different Resize settings.

Methods | Al AD AG I D
Basis Fake-CAM | 656(1.7) 97.0(04) 4.0(0.9) 243(6.8) 82.6(4.7)
Gradient 85(4.0) 132(52) 00(00) 189(64) 958(1.3)
Gradient  IG 77(28) 118(4.1) 00(0.0) 218(67) 96.7(0.9)
GuidedBP 9.1(39) 141(53) 0.1(0.1) 194(61) 96.9(0.9)
Grad-CAM | 542(1.7) 792(1.7) 9.7(56) 29.5(8.1) 96.9(1.0)
CAM Grad-CAM++ | 51.7(1.9) 788(L5) 11.5(22) 29.1(8.1) 96.8(1.0)
Score-CAM | 57.4(1.5) 81.8(2.1) 149(3.1) 29.5(@8.1) 965(1.1)
Occlusion  RISE 454(34) 736(15) 86(1.6) 27.7(17) 945(21)
LIME 153(28) 262(26) 15(02) 278(79) 951(1.2)
Learning  IBA 453(39) 724(1.0) 92(14) 293@8.1) 96.1(l.1)

Table A9: Report the average (standard deviation) of four different Rotation settings.

Methods | AL AD AG I D
Basis Fake-CAM 475(1.4) 98.5(02) L7(0.1) 49.9(0.3) 71.2(0.7)
Gradient 300.1)  52(03)  0.0(0.0) 433(03) 925(0.2)
Gradient  IG 31(02) 55(02) 00(0.0) 435(1.0) 92.8(0.1)
GuidedBP 3.1(02)  57(02) 00(0.0) 429(04) 933(0.2)
Grad-CAM | 373(14) 782(14) 114(12) 553(1.3) 78.8(22.7)
CAM Grad-CAM++ | 355(1.1) 76.0(1.3) 103(0.7) 524(15) 90.4(0.4)
Score-CAM | 41.7(1.0) 804 (1.6) 14.5(04) 538(1.1) 89.5(0.2)
Occlusion  RISE 278(13) 69.4(0.9) 7.5(05) 51.9(12) 842(27)
LIME 72(05) 184(09) 1.5(0.1) 538(0.7) 88.6(0.2)
Learning  IBA 263(0.7) 650(0.8) 7.2(03) 540(1.1) 89.4(0.1)

Table A10: Report the average (standard deviation) of four different Crop settings.
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sot  Mixup. Since Mixup generates synthetic images by interpolating two images from different classes,
sz we refer to these as the first class and second class. Given that we assign equal weights to both
sos classes, the statistics of the evaluation metrics on saliency maps generated from either class should
e+ be from the same distribution. Therefore, we only evaluate the results generated based on the first
sos class. We assess the performance using both the first and second classes in Table A11. The saliency
sos map generated for the first class should not highlight regions contributing to the prediction of the
so7 second class. However, as shown in Table Al1, the performance of AI/D is better for the second
sos class, and AD also shows better performance when evaluated with respect to the second class. This
eoo again highlights the failure of AI/AD/I. Conversely, AG and I perform as expected. However, the
sio observation that the numbers for AG and I are quite low indicates a failure of the saliency map
s11  method. When visualizing the saliency maps generated by Grad-CAM for the first and second
s12 classes in Figure A4, we find that many images highlight the same region for different classes.

Methods ‘ First ‘ Second
| AL  AD AG 1 D | AL AD AG 1 D
Basis Fake-CAM 496 978 06 209 866 | 537 970 01 20 983
Gradient 408 446 01 176 956 | 736 777 01 17 997
Gradient  IG 39.7 437 01 188 953 | 740 785 01 19 996
GuidedBP 431 474 01 172 958 | 766 806 0.1 18 996
Grad-CAM 648 848 70 251 963 | 66.7 757 10 3.0 99.1
CAM Grad-CAM++ | 541 791 6.6 249 960 | 57.3 7.1 0.7 26 99.3
Score-CAM 61.5 834 83 241 960 | 667 757 10 3.0 991
Occlusion  RISE 557 796 53 221 937 | 626 750 05 21 992
LIME 419 511 09 231 953 | 698 752 03 25 994
Learning  IBA 546 771 52 193 936 | 629 740 05 27 991

Table A11: Report the fidelity performance of the saliency maps generated according to the first
class and evaluate their performance with respect to both the first and second class.
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Figure A4: Saliency maps generated by Grad-CAM w.r.t. first and second classes.
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