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A Proofs

A.1 Proof of Proposition 1

We have the following relationship: CVaR
`0/1
α (F ) = maxw∈∆n,w4 1

αn

∑n
i=1 wi1{F (xi)6=yi} =

min{1, 1
αn

∑n
i=1 1{F (xi) 6=yi}} = min{1, 1

αERM`0/1(F )}. Thus, CVaR
`0/1
α (F ) ≥ CVaR

`0/1
α (F ∗)

because ERM`0/1(F ) ≥ ERM`0/1(F ∗), so F ∗
ERM`0/1

⊂ F ∗
CVaR

`0/1
α

.

If minF ERM`0/1(F ) < α, then for all F , we haveCVaR
`0/1
α (F ) = 1

αERM`0/1(F ). Thus,
F ∗

ERM`0/1
= F ∗

CVaR
`0/1
α

.

A.2 Proof of Proposition 2

For a deterministic model F , we have CVaR
`0/1
α (F ) = min{1, 1

αERM`0/1(F )}. For a randomized

model F ′ such that ERM`0/1(F ′) = ERM`0/1(F ), we have CVaR
`0/1
α (F ′) ≤ 1 and

CVaR
`0/1
α (F ′) = max

w∈∆n,w4 1
αn

n∑
i=1

wiP (F ′(xi) 6= yi) ≤
n∑
i=1

1

αn
P (F ′(xi) 6= yi)

=
1

α
ERM`0/1(F ′) =

1

α
ERM`0/1(F )

(10)

Thus, CVaR
`0/1
α (F ′) ≤ CVaR

`0/1
α (F ).

A.3 Derivation of the Primal-Dual Formulation of α-LPBoost

The primal problem of α-LPBoost is

max
λ,ρ

ρ− 1

αn

n∑
i=1

(ρ− 1 +

t∑
s=1

λs`si )+

s.t. λ ∈ ∆t

(11)
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Introducing slack variables ψi = (ρ − 1 +
∑t
s=1 λ

s`si )+, the primal problem can be written as a
linear program:

max
λ,ρ,ψ

ρ− 1

αn

n∑
i=1

ψi

s.t. λ ∈ ∆t

ψi ≥ 0, ψi ≥ ρ− 1 +

t∑
s=1

λs`si , ∀i ∈ [n]

(12)

The Lagrangian of this problem is

L(λ, ρ,ψ,w,µ,ν, β) =− ρ+
1

αn

n∑
i=1

ψi −
t∑

s=1

µsλs + β(

t∑
s=1

λs − 1)

−
n∑
i=1

νiψi −
n∑
i=1

wi(ψi − ρ+ 1−
t∑

s=1

λs`
s
i )

=(

n∑
i=1

wi − 1)ρ+

n∑
i=1

(
1

αn
− νi − wi)ψi

+

t∑
s=1

(β − µs +

n∑
i=1

wi`
s
i )λs − β −

n∑
i=1

wi

(13)

The dual problem is maxw<0,µ<0,ν<0,β minλ,ρ,ψ L(λ, ρ,ψ,w,µ,ν, β). In order to ensure that
minλ,ρ,ψ L 6= −∞, we need

n∑
i=1

wi = 1

1

αn
− νi − wi = 0⇒ wi ≤

1

αn
; ∀i ∈ [n]

β − µs +

n∑
i=1

wi`
s
i = 0⇒ 〈w, `s〉 ≥ −β; ∀s ∈ [t]

(14)

Under these conditions, we have L = −β −
∑n
i=1 wi = −β − 1. Let γ = β + 1, then the dual

problem becomes
max
w<0,γ

− γ

s.t. 〈w, `s〉 ≥ 1− γ; ∀s ∈ [t]
n∑
i=1

wi = 1, wi ≤
1

αn
; ∀i ∈ [n]

(15)

which is equivalent to (5).

Connection to Original LPBoost. The original soft-margin LPBoost formulation (Eqn. (4) and
(5) in [DBST02]) is:

Dual:
min
w,γ

γ

s.t.
n∑
i=1

wiyiHis ≤ γ; ∀s ∈ [t]

w ∈ ∆n,w 4 D

(16)

Primal:

max
λ,ρ,ψ

ρ−D
n∑
i=1

ψi

s.t. ψi ≥ ρ− yi〈Hi,λ〉, ψi ≥ 0; (∀i ∈ [n])

λ ∈ ∆t

(17)

where H ∈ Rn×t is some matrix and y ∈ Rn is some vector. Now, let D = 1
αn , yi = 1 for all

i ∈ [n], and His = 1− `si for all i, s. Then, it is easy to show that the above primal-dual problem
becomes the α-LPBoost primal-dual problem (5) and (6).
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A.4 Proof of Proposition 3

The proof is based on the following dual formulation of CVaR (see Example 3 in [DN18]):

CVaR`α(F ) = min
η∈R

{
α−1 1

n

n∑
i=1

(`(F (xi), yi)− η)+ + η

}
(18)

So we have

ρt∗ = max
λ∈∆t

max
ρ∈R

(
ρ− 1

αn

n∑
i=1

(ρ− 1 +

t∑
s=1

λs`
s
i )+

)

= max
λ∈∆t

−min
ρ∈R

(
1

αn

n∑
i=1

(ρ− 1 +

t∑
s=1

λs`
s
i )+ − ρ

)

= max
λ∈∆t

−min
η∈R

(
1

αn

n∑
i=1

(

t∑
s=1

λs`
s
i − η)+ − 1 + η

)
(η = 1− ρ)

= max
λ∈∆t

(
1− CVaR

`0/1
α (F )

)
(19)

since `si is defined as the zero-one loss of model fs over zi. And since the primal problem finds the
λ∗ that maximizes ρt∗, λ

∗ achieves the maximum above.

A.5 Proof of Theorem 5

Consider an expert problem where there are n experts such that the loss of expert i at round t is
1 − `ti ∈ [0, 1] (e.g. let the prediction of expert i at round t be 1 − `ti, and let the loss function be
`(ŷ) = ŷ, ŷ ∈ [0, 1]). A weighted average forecaster randomly samples an expert according to the
weights wt at round t, and its average loss is rt =

∑n
i=1 w

t
i(1 − `ti). Then Algorithm 2 satisfies

wt+1
i ∝ exp(−η

∑t
s=1 r

s
i ) for all t, so by Theorem 2.2 in [CBL06] we have

log n

η
+
Tη

8
≥

T∑
t=1

rt − min
i∈[n]

T∑
t=1

(1− `ti) = max
i∈[n]

T∑
t=1

`ti −
T∑
t=1

n∑
j=1

wj`
t
j (20)

By assumption, for all t we have
∑n
j=1 wj`

t
j ≤ g. With η =

√
8 logn
T , we have

max
i∈[n]

1

T

T∑
t=1

`ti ≤ g +

√
log n

2T
(21)

Let δ =
√

logn
2T , then T = O( logn

δ2 ). Finally, note that the α-CVaR zero-one loss of the ensemble

model is upper bounded by maxi∈[n]
1
T

∑T
t=1 `

t
i.

B Experiment Details

On the COMPAS dataset, we use a three-layer feed-forward neural network activated by ReLU
as the classification model. For optimization we use momentum SGD with learning rate 0.01 and
momentum 0.9. The batch size is 128. We warmup the model for 3 epochs, and each base model is
trained for 500 iterations, with the learning rate 10x decayed at iteration 400.

On the CelebA dataset, we use a ResNet18 as the classification model. For optimization we use
momentum SGD with learning rate 0.001, momentum 0.9 and weight decay 0.001. The batch size is
400. We warmup the model for 5 epochs, and each base model is trained for 4000 iterations, with
learning rate 10x decayed at iteration 2000 and 3000.

On each of the Cifar-10/Cifar-100 dataset, we take out 5000 samples from the training set and make
them the validation set. The remaining 45000 training samples consist the training set. We use a
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WRN-28-1 on Cifar-10 and a WRN-28-10 on Cifar-100. For optimization we use momentum SGD
with learning rate 0.1, momentum 0.9 and weight decay 0.0005. The batch size is 128. For Cifar-10,
we warmup the model for 20 epochs, and each base model is trained for 5000 iterations, with the
learning rate 10x decayed at iteration 2000 and 4000. For Cifar-100, we warmup the model for 40
epochs, and each base model is trained for 10000 iterations, with the learning rate 10x decayed at
iteration 4000 and 8000.

On all datasets and for all α, we use η = 1.0 for α-AdaLPBoost.

Checklist

The checklist follows the references. Please read the checklist guidelines carefully for information on
how to answer these questions. For each question, change the default [TODO] to [Yes] , [No] , or
[N/A] . You are strongly encouraged to include a justification to your answer, either by referencing
the appropriate section of your paper or providing a brief inline description. For example:

• Did you include the license to the code and datasets? [Yes] See Section 1.
• Did you include the license to the code and datasets? [No] The code and the data are

proprietary.
• Did you include the license to the code and datasets? [N/A]

Please do not modify the questions and only use the provided macros for your answers. Note that the
Checklist section does not count towards the page limit. In your paper, please delete this instructions
block and only keep the Checklist section heading above along with the questions/answers below.

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s

contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [No]
(c) Did you discuss any potential negative societal impacts of your work? [Yes] See

Section 5.
(d) Have you read the ethics review guidelines and ensured that your paper conforms to

them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [Yes]
(b) Did you include complete proofs of all theoretical results? [Yes] See Appendix A.

3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main ex-

perimental results (either in the supplemental material or as a URL)? [Yes] See the
supplementary material.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes]

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [No]

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes]

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...
(a) If your work uses existing assets, did you cite the creators? [Yes]
(b) Did you mention the license of the assets? [Yes]
(c) Did you include any new assets either in the supplemental material or as a URL? [N/A]

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [N/A]
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5. If you used crowdsourcing or conducted research with human subjects...
(a) Did you include the full text of instructions given to participants and screenshots, if

applicable? [N/A]
(b) Did you describe any potential participant risks, with links to Institutional Review

Board (IRB) approvals, if applicable? [N/A]
(c) Did you include the estimated hourly wage paid to participants and the total amount

spent on participant compensation? [N/A]
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