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Abstract
001

The rapid proliferation of online information has002

made it increasingly challenging to differentiate003

factual content from misinformation. Traditional004

fact-checking methods, which require extensive005

manual effort, are not scalable given the volume006

of misinformation spreading online. Automated007

fact-checking has emerged as a promising solu-008

tion, leveraging machine learning models trained009

on datasets derived from fact-checking websites010

(Wang, 2017; Augenstein et al., 2019; Gupta and011

Srikumar, 2021a). However, many of these datasets012

include post-analysis commentary from annotators,013

which may introduce bias and provide implicit cues014

that aid model performance. To address this limita-015

tion, we introduce Politi-Fact-Only, a benchmark016

dataset comprising 1,482 instances curated from017

PolitiFact.com, where we remove post-analysis and018

retain only factual evidence Fig 1. This ensures019

that models must rely solely on factual reason-020

ing rather than verdict-related information. Our021

experiments demonstrate that state-of-the-art fact-022

checking models, including large language mod-023

els (LLMs), struggle to accurately classify claims024

when deprived of post-claim analysis, highlight-025

ing their reliance on implicit cues rather than pure026

factual reasoning.027

1 Introduction028

The proliferation of online information has acceler-029

ated the spread of both factual and misleading con-030

tent, making it increasingly difficult for the public031

to discern truth from falsehood. In response to this032

growing challenge, fact-checking platforms like033

PolitiFact1, which shows verdict for the claims into034

varying degrees of accuracy, from True to Pants035

on fire and intermediate stages like Mostly True,036

Half True, Mostly False, and False. These labels037

1https://www.politifact.com/

claim: A photo shows a crash in Eminence, Indiana.
evidence: With wintry weather striking many regions of the United States,
photos are emerging from across the country showing snow plows, icy
roads, and big drifts of snow. But one old picture is being mischaracterized
as showing the aftermath of a crash in Eminence, Indiana. This is currently
at state road 42 and state road 142 in downtown Eminence, Indiana, a
Feb. 2 post says, alongside a photo of a treacherous-looking pileup of cars
and trucks. Black ice! Drive safe folks! Right by the Citizens Bank and
Dairyland. Prayers to all involved. But this photo was taken last year, and
about 900 miles southwest of Eminence. This post was flagged as part of
Facebook's efforts to combat false news and misinformation on its News
Feed. (Read more about our partnership with Facebook.) Photographer
Lawrence Jenkins took it on Feb. 11, 2021, in Fort Worth, Texas, where
133 vehicles crashed after freezing rain coated the roads there, sending
dozens of people to the hospital and leaving at least six dead, the Dallas
Morning News reported at the time. North Texas and Central Indiana are
both experiencing wintry weather, but this photo doesn't show it.
label: false

source: social_media
speaker: Facebook posts
claim_data: 19/11/2018
factchecker: Jill Terreri Ramos
fact_check_data: 7/12/2018
factcheck_analysis_link: https://www.politifact.com/factchecks/....

Figure 1: An example from the dataset where sentences
with strike-through lines represent information added
only after the claim was verified. These lines were
manually deleted to ensure the evidence contained only
factual details sufficient for fact-checking the claim.
Also, we show the meta-data available for an instance.

reflect the complexity of misinformation, where 038

claims often contain elements of truth mixed with 039

misleading or omitted details, whereas half-truths 040

present unique challenges. They selectively expose 041

the truth, exploiting human cognitive biases to ma- 042

nipulate perceptions (Estornell et al., 2020). Unlike 043

outright falsehoods, which are often easier to de- 044

tect, half-truths thrive on ambiguity. This makes 045

them highly effective in shaping public opinion, 046

particularly in areas like politics, advertisement, 047

and finance, where they are strategically employed 048

to influence decision-making. 049

Fact-checking is a laborious process that requires 050

significant time and effort. Journalists need to sift 051

through multiple sources to verify claims, assess 052

the credibility of those sources, and draw mean- 053

ingful comparisons. This process, which can take 054

several hours or even days for professional fact- 055
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checkers (Hassan et al., 2015), is often further056

strained by tight deadlines, especially for internal057

fact-check procedures (Godler and Reich, 2017).058

Research indicates that less than half of the pub-059

lished articles undergo verification (Lewis et al.,060

2008). With the rapid pace of information genera-061

tion and dissemination, manual fact-checking alone062

is not scalable, highlighting the need for automa-063

tion (Guo et al., 2022).064

Several studies have explored automated fact-065

checking, including works by (Wang, 2017), (Au-066

genstein et al., 2019), and (Gupta and Srikumar,067

2021a), which have contributed valuable datasets.068

While these datasets contain real-world claims,069

they are primarily derived from fact-checking web-070

sites. The articles on such platforms often present071

a post-analysis of claims, incorporating assess-072

ments from annotators based on factual evidence.073

However, this does not fully reflect real-world074

fact-checking scenarios. To address this limita-075

tion, some researchers, such as (Yang et al., 2022)076

and (Khan et al., 2022), have focused on utiliz-077

ing premise articles or sources that were published078

before the claim itself. This approach brings the079

fact-checking process closer to real-world settings.080

However, while relevant information is extracted081

from these documents based on the claim, there is082

no guarantee that the retrieved content is sufficient083

for verification. To bridge this gap, we propose084

a benchmark political domain test set Politifact-085

Facts-Only Section 4, a subset of Misra (2022). In086

this dataset, we manually remove the post-analysis087

provided by annotators and retain only the factual088

information. This ensures a more realistic evalua-089

tion of automated fact-checking models.090

Figure 1 illustrates an example from the dataset,091

where annotators manually reviewed the instances092

and removed sentences containing post-claim anal-093

ysis. In real-world scenarios, fact-checking re-094

lies solely on factual information, requiring rea-095

soning based on these facts without the aid of096

post-publication commentary. While previous ap-097

proaches (Khan et al., 2022) have attempted to098

address this by using review or premise articles099

to avoid post-analysis content, this raises a criti-100

cal concern about the effectiveness of an abstract101

summary of evidence extracted for accurate fact-102

checking of claims.103

Our contributions are:104

1. We introduce Politi-Fact-Only, a benchmark105

dataset comprising 1,482 instances curated106

from PolitiFact.com2. As detailed in Table 1, 107

the dataset has been manually filtered to re- 108

move post-claim analyses and verdict-related 109

information originally present in the articles 110

(Section 4). This ensures that the evidence 111

consists solely of factual content, eliminat- 112

ing potential annotator bias introduced by ver- 113

dict cues and improving the reliability of fact- 114

checking models. Initially, we collected 1,500 115

instances. However, to maintain accuracy and 116

credibility, we removed 18 instances due to 117

reasons outlined in Section 5. 118

2. Through experiments we show the perfor- 119

mance of Politi-Fact-Only along with other 120

various datasets, Table 3 and 2. We observe 121

that on our test set models are struggling to 122

reason about the facts to support or refute 123

the claim. Large language models (LLMs) 124

struggle to reason effectively when limited to 125

fact-only evidence from the Politi-Fact-Only 126

dataset. In contrast, LLMs perform compara- 127

tively better on other datasets in zero-shot set- 128

tings, highlighting their reliance on implicit 129

cues and verdict-related information rather 130

than pure factual reasoning. 131

2 Problem Statement 132

Input: A claim C = {c1, c2, . . . , cn} and its corre- 133

sponding evidence E = {e1, e2, . . . , em}, where 134

ci and ej represent individual tokens in the claim 135

and evidence, respectively. 136

Output: A verdict label L, where L belongs 137

to {True, Mostly True, Half True, Mostly False, 138

False} 139

The goal is to classify the claim C based on the fac- 140

tual content of E, determining its degree of truth- 141

fulness. 142

3 Related Work 143

Existing fact-checking datasets can be broadly cat- 144

egorized into meta-based and text-based datasets. 145

Meta-based datasets, such as LIAR (Wang, 2017) 146

and (Rashkin et al., 2017), primarily include claims 147

with metadata like speaker identity and historical 148

records but lack supporting textual evidence, limit- 149

ing their utility for verification. Similarly, Vlachos 150

and Riedel (2014) compiled a small dataset of polit- 151

ical claims, but without explicit evidence, restrict- 152

ing its effectiveness in real-world fact-checking. 153
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Text-based datasets offer stronger evidence-154

grounded verification, with FEVER (Thorne et al.,155

2018), HOVER (Jiang et al., 2020), relying solely156

on Wikipedia as a knowledge base. While valuable,157

these datasets fail to capture misinformation from158

diverse sources beyond Wikipedia. Some datasets,159

such as Multifc (Augenstein et al., 2019) and X-fact160

(Gupta and Srikumar, 2021b), incorporate evidence161

from broader domains. LIAR-PLUS (Alhindi et al.,162

2018) attempted to provide evidence by extract-163

ing the last five sentences from source articles, but164

this often resulted in incomplete or irrelevant con-165

text. L++ (Russo et al., 2023) and ru22fact (Zeng166

et al., 2024) make use of fact-checking website for167

the dataset creation. Khan et al. (2022) and (Yang168

et al., 2022) worked on more real-world situations169

by fetching content from the article that exists be-170

fore the claim was published. To address these171

limitations, Politi-Fact-Only builds upon PolitiFact172

(Misra, 2022) by filtering out post-claim analysis173

and retaining only factual evidence. This ensures a174

more realistic test set for evaluating models on fac-175

tual reasoning without relying on annotator cues.176

Label Count Tokenµ Sentµ BPEµ

True 296 596.05 26.05 755.94
Mostly True 298 682.90 30.88 865.19
Half True 293 756.69 33.61 954.85
Mostly False 300 780.14 34.88 978.39
False 295 559.09 27.26 705.01

Total 1482 675.18 30.55 852.13

Table 1: Statistics for Politi-fact-only dataset. Tokenµ,
Sentµ, and BPEµ represent the average number of stan-
dard tokens, sentences, and BPE tokens per evidence,
respectively.

4 Politi-fact-only: A Fact Only177

Benchmark Dataset178

Our dataset, Politi-Fact-Only, ensures that each179

claim is accompanied by evidence containing facts180

related to the claim, supporting its veracity. We ran-181

domly selected 1,500 instances from the PolitiFact182

dataset (Misra, 2022), sourced from Politifact.com.183

Section 5 details our manual filtration and annota-184

tion process. We removed instances where the pre-185

dictions did not match, resulting in a final dataset186

of 1,482 instances, as shown in Table 1. Upon com-187

paring Table 1 with Table 4 in the Appendix, we188

observe a decrease of approximately 15% in the189

average after filtration. This suggests that around190

15% of the content in the article consisted of com-191

mentary from the annotators. 192

Each record in Politi-Fact-Only contains nine 193

attributes. We retain the following key at- 194

tributes: label, claim, evidence, speaker, 195

factcheck_analysis_link, factcheck_date, fact- 196

checker, claim_date, and claim_source. Addition- 197

ally, the false and pants-fire labels were merged 198

into a single false label, as both categories repre- 199

sent completely false information. Examples from 200

each class can be found in the Appendix, Figures 2 201

- 6. 202

We retain the claim’s publish date and the fact- 203

check date for relevant use cases, such as extracting 204

evidence articles using the Google API. By using 205

the claim verbatim, as done by (Yang et al., 2022), 206

we can filter out articles published after the claim’s 207

publish date and fact-check date, depending on the 208

research needs. The speaker of a claim is crucial, as 209

it provides insights into their reliability. If a speaker 210

frequently makes false statements, it indicates the 211

speaker’s lack of credibility. The same applies to 212

the source, whose history of publications can reflect 213

its credibility. 214

An example is shown in Figure 1, where 215

strikethrough lines indicate content present solely 216

due to annotator commentary. Our goal is to make 217

this dataset as representative as possible of real- 218

world scenarios, where only factual information is 219

available. To achieve this, we must extract factual 220

content from the web. However, extracting relevant 221

information up to a predefined limit (e.g., k) does 222

not guarantee that the summary will be sufficient 223

to assess the veracity of the claim. 224

5 Annotation and Filtration Process 225

We hired three annotators, all proficient in English, 226

to clean 500 instances each. The annotators were 227

instructed to annotate the instances while also ap- 228

plying a filtration process. The evidence for each 229

instance was obtained by scraping fact-checking 230

websites. These articles included post-claim analy- 231

ses written by fact-checkers from sources such as 232

PolitiFact, who provide ratings ranging from “True” 233

to “Pants on Fire.” 234

As shown in Appendix B, we established specific 235

guidelines for the filtration process and provided 236

some filtered instances as reference. By adding 237

two new fields for each instance: leaked and an- 238

notator_prediction we asked annotators to fill this 239

accordingly. We removed sentences from the ev- 240

idence if they were directly related to the verdict, 241
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Models MultiFC Liar Plus RU22fact L++ Politi-Fact-Only Unfiltered

Mistral 0.1419/0.2952 0.2060/0.2822 0.3239/0.6554 0.2874/0.3607 0.2667/0.3475 0.3725/0.4575
LLaMA 0.1579/0.2532 0.1853/0.2580 0.2933/0.6462 0.2851/0.3553 0.2115/0.2861 0.4811/0.5142
Gemma 0.1586/0.2540 0.0708/0.1723 0.2710/0.6427 0.1845/0.3107 0.2057/0.2821 0.5904/0.6005

Table 2: Performance comparison of models ranging from 7B to 9B parameters using Zero-Shot prompting (Kojima
et al., 2024)across various fact-checking datasets. The results are reported in macro F1/micro F1-score. The
"Unfiltered" dataset represents the unfiltered version of PolitiFact-Fact-Only. We use models like Meta’s LLaMA
(Dubey et al., 2024) (meta-llama/Meta-Llama-3.1-8B), Mistral’s version 3 (Jiang et al., 2023) (mistralai/Mistral-
7B-v0.3)and, model from Google, such as the GEMMA series (Team et al., 2024) (google/gemma-2-9b) from
huggingface.

Dataset - Model Respective Dataset PolitiFact-Fact-Only

LIAR-PLUS - SVM (Alhindi et al., 2018) 0.25 0.27
LIAR - CNN (Wang, 2017) 0.27 0.28
LIAR-PLUS - LR (Alhindi et al., 2018) 0.37 0.27
AVERITEC - BERT-large (Schlichtkrull et al., 2023) 0.49 0.29

Table 3: Comparison of Politi-Fact-Only with other fact-checking datasets. All results are reported in Macro
F1-score. The values for the respective datasets are sourced from the original authors’ reported results.

such as statements like “This post was flagged as242

part of...”. Similarly, we eliminated annotator com-243

mentary, such as “But this photo doesn’t show it”.244

These logical or inference-based cues can make245

reasoning easier; however, in real-world scenar-246

ios, only factual information is available, making it247

significantly harder to assess the claim’s veracity248

based solely on the provided evidence.249

Consequently, we removed 15 instances where250

the annotator’s prediction did not match the ex-251

pected outcome. Additionally, we excluded three252

more instances because, after the cleaning process,253

the reduced context no longer provided enough254

information to support or refute the claim. By pub-255

lishing this dataset, we aim to provide a resource256

that can be used for both explanation generation257

and fact-checking classification tasks.258

6 Experimental and Results Analysis259

We conducted two experiments: one utilizing ex-260

isting fact-checking datasets sourced from Politi-261

Fact.com and another leveraging large language262

models, including meta-llama/Meta-Llama-3.1-8B263

(Dubey et al., 2024), mistralai/Mistral-7B-v0.3264

(Jiang et al., 2023), and google/gemma-2-9b (Team265

et al., 2024). As shown in Table 3, our dataset266

outperformed LIAR-PLUS when evaluated using267

an SVM classifier. Alhindi et al. (2018) primarily268

extracted the "Our Ruling" or "Our Rating" sec-269

tion as evidence when available; otherwise, they270

relied on the last five lines of the article. Yang et al.271

(2022) further refined this approach by retaining272

only instances containing the "Our Ruling" or "Our273

Rating" section, using it as gold-standard evidence 274

for comparison with their generated explanations. 275

We also tried different prompts for different models 276

and we analyze that a single keyword can effect 277

LLM’s output Appendex A. 278

Conclusion and Future Work 279

We introduced Politi-Fact-Only, a benchmark 280

dataset for evaluating fact-checking models using 281

only factual evidence, without post-claim analy- 282

sis. Our experiments show that models struggle 283

significantly when deprived of annotator cues, re- 284

sulting in a notable performance drop compared to 285

unfiltered datasets. This highlights their reliance 286

on implicit signals rather than pure factual reason- 287

ing. While large language models (LLMs) per- 288

form well on traditional datasets, their difficulty 289

in classifying claims accurately in our test set sug- 290

gests dependence on verdict-related information. 291

This underscores the challenge of building robust 292

fact-checking systems that operate without pre- 293

annotated guidance. 294

For future work, we propose using Politi-Fact- 295

Only as a test set to evaluate retrieved or sum- 296

marized information from web articles and doc- 297

uments, assessing whether automated methods pre- 298

serve enough factual content for verification. Addi- 299

tionally, we aim to enhance fact-checking models 300

by incorporating reasoning-driven approaches that 301

rely solely on factual evidence. Addressing these 302

challenges will contribute to the development of 303

more transparent, and effective fact-checking sys- 304

tems for real-world misinformation detection. 305
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Limitation306

This dataset is collected from a fact-checking web-307

site. While we have attempted to remove most308

annotator cues, some sentences could not be elimi-309

nated without compromising the context necessary310

to support or refute the claim.311
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A Prompt Selection675

In this section, we present the various prompts ex-676

plored to identify the most effective one for the677

5-class fact-checking task. We also report the678

weighted F1 scores in table 5 for each prompt eval-679

uated on the validation set, providing insight into680

the performance differences across the prompt vari-681

ations.682

A.1 Zero Shot Prompts683

Base Model Prompts684

In this section, we provide the seven prompts used685

for the base model in the zero-shot setting for the686

5-class fact-checking task.687

P1 Given claim and evidence, predict688

if the claim is true, mostly-true,689

half-true, mostly-false, or false.690

claim: {{claim}}691

evidence: {{evidence}}692

label:693

P2 Given the evidence, decide if the694

given claim is true, mostly-true,695

half-true, mostly-false, or false.696

claim: {{claim}}697

evidence: {{evidence}}698

label:699

P3 Given claim and evidence, find if700

the claim is true, mostly-true,701

half-true, mostly-false, or false.702

claim: {{claim}}703

evidence: {{evidence}}704

label:705

P4 Identify if the claim is true,706

mostly-true, half-true, mostly-false,707

or false based on the evidence.708

claim: {{claim}}709

evidence: {{evidence}}710

label:711

P5 Given claim and evidence, classify 712

if the claim is true, mostly-true, 713

half-true, mostly-false, or false. 714

claim: {{claim}} 715

evidence: {{evidence}} 716

label: 717

P6 You need to determine the accuracy of 718

a claim based on the evidence. Use 719

one of following 5 labels for the 720

claim: true, mostly-true, half-true, 721

mostly-false, or false. Examine the 722

evidence and choose the most likely 723

label based on the claim’s accuracy 724

without explaining your reasoning. 725

claim: {{claim}} 726

evidence: {{evidence}} 727

label: 728

P7 Given claim and evidence, you 729

are tasked with evaluating the 730

truthfulness of claims based on 731

the provided evidence. Each claim 732

can be categorized into one of 5 733

labels: true, mostly-true, half-true, 734

mostly-false, false. Assess the claim 735

given the evidence and classify it 736

appropriately without providing an 737

explanation. 738

claim: {{claim}} 739

evidence: {{evidence}} 740

label: 741

Mistral Instruct Models Prompts 742

In this section, we provide the seven prompts used 743

for the Mistral instruct model in the zero-shot set- 744

ting for the 5-class fact-checking task. 745

P1 <s>[INST] You are a helpful AI 746

assistant, and you are tasked with 747

evaluating the truthfulness of claims 748

based on the provided evidence. Each 749

claim can be categorized into one 750

of 5 labels: "true", "mostly-true", 751

"half-true", "mostly-false", "false". 752

Assess the claim given the evidence 753

and classify it appropriately without 754

providing an explanation. [/INST] 755

I am excited to work on this 756

classification problem. Can you 757

please provide me with the label 758

description for all 5 labels? 759

[/INST][Label Descriptions] 760
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true: The claim is accurate and761

includes all relevant information.762

There are no omissions or distortions763

that could mislead the audience.764

mostly-true: The claim is accurate,765

but it might benefit from additional766

context to provide a complete picture.767

However, the absence of this context768

does not alter the claim’s accuracy.769

half-true: The claim is true770

in a limited context. However,771

it omits crucial information772

that could significantly alter773

its interpretation, leading to774

potential misunderstanding or775

misinterpretation.776

mostly-false: The claim contains777

some elements of truth but distorts778

or misrepresents critical facts.779

Important information is omitted,780

which could lead to a misleading781

impression despite some truthful782

elements.783

false: The claim is inaccurate and784

contradicts established facts. The785

claim has no truth, and it is likely786

to mislead those who encounter it.787

[/INST] Now, can you please provide788

me with a claim and evidence so that789

based on the evidence I can classify790

the claim into one of the 5 labels:791

"true", "mostly-true", "half-true",792

"mostly-false", "false".793

[/INST]794

claim: {{claim}}795

evidence: {{evidence}}796

label: [/INST]797

P2 <s>[INST] Given claim and evidence,798

you are tasked with evaluating the799

truthfulness of claims based on800

the provided evidence. Each claim801

can be categorized into one of 5802

labels: true, mostly-true, half-true,803

mostly-false, false. Assess the claim804

given the evidence and classify it805

appropriately without providing an806

explanation. [/INST]807

Now, can you please provide me with808

a claim and evidence so that based809

on the evidence I can classify the810

claim into one of the 5 labels: true,811

mostly-true, half-true, mostly-false, 812

false. 813

</s> [INST] 814

claim: {{claim}} 815

evidence: {{evidence}} 816

label: [/INST] 817

P3 <s>[INST] You need to judge the truth 818

of a claim based on the evidence 819

given. Use one of these 5 labels 820

for each claim: true, mostly-true, 821

half-true, mostly-false, or false. 822

Review the evidence and classify 823

the claim without explaining your 824

reasoning. [/INST] 825

Now, can you please provide me with 826

a claim and evidence so that based 827

on the evidence I can classify the 828

claim into one of the 5 labels: true, 829

mostly-true, half-true, mostly-false, 830

false. 831

</s> [INST] 832

claim: {{claim}} 833

evidence: {{evidence}} 834

label: [/INST] 835

P4 <s> Given claim and evidence, you 836

are tasked with evaluating the 837

truthfulness of claims based on 838

the provided evidence. Each claim 839

can be categorized into one of 5 840

labels: true, mostly-true, half-true, 841

mostly-false, false. Assess the claim 842

given the evidence and classify it 843

appropriately without providing an 844

explanation. 845

claim: {{claim}} 846

evidence: {{evidence}} 847

label: 848

P5 <s> Given a claim and evidence, you 849

need to decide how accurate a claim is 850

based on the evidence given. Select 851

one of the five labels to classify the 852

claim: true, mostly-true, half-true, 853

mostly-false, or false. Review the 854

evidence, decide how well it supports 855

the claim, and then pick the best 856

label for the truthfulness of the 857

claim. 858

claim: {{claim}} 859

evidence: {{evidence}} 860

label: 861
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P6 <s> You need to determine the accuracy862

of a claim based on the evidence. Use863

one of the following 5 labels for the864

claim: true, mostly-true, half-true,865

mostly-false, or false. Examine the866

evidence and choose the most likely867

label based on the claim’s accuracy868

without explaining your reasoning.869

claim: {{claim}}870

evidence: {{evidence}}871

label:872

P7 <s> Given claim and evidence, find873

if the claim is true, mostly-true,874

half-true, mostly-false, or false.875

claim: {{claim}}876

evidence: {{evidence}}877

label:878

Llama/Gemma Instruct Models Prompts879

In this section, we provide the seven prompts used880

for the LLaMA/Gemma instruct model in the zero-881

shot setting for the 5-class fact-checking task.882

P1 You need to judge the truth of a claim883

based on the evidence given.884

Use one of these 5 labels for each885

claim: true, mostly-true, half-true,886

mostly-false, or false.887

Review the evidence and classify888

the claim without explaining your889

reasoning.890

claim: {{claim}}891

evidence: {{evidence}}892

label:893

P2 You need to decide how accurate a894

claim is based on the evidence given.895

Use one of these 5 labels to classify896

each claim: true, mostly-true,897

half-true, mostly-false, or false.898

Read the evidence, decide how well it899

supports the claim, and then pick the900

best label.901

claim: {{claim}}902

evidence: {{evidence}}903

label:904

P3 Determine the validity of a claim905

using the provided evidence.906

Select one of the following 5907

labels: true, mostly-true, half-true,908

mostly-false, or false.909

Thoroughly review the evidence and 910

accurately categorize the claim 911

without explaining your decision. 912

claim: {{claim}} 913

evidence: {{evidence}} 914

label: 915

P4 You need to determine the accuracy of 916

a claim based on the evidence. 917

Use one of the following 5 labels 918

for each claim: true, mostly-true, 919

half-true, mostly-false, or false. 920

Examine the evidence and pick the most 921

probable label for the claim without 922

explaining your reasoning. 923

claim: {{claim}} 924

evidence: {{evidence}} 925

label: 926

P5 You need to determine the accuracy of 927

a claim based on the evidence. 928

Use one of the following 5 labels 929

for each claim: true, mostly-true, 930

half-true, mostly-false, or false. 931

Examine the evidence and pick the 932

most probable label according to the 933

truthfulness of the claim without 934

explaining your reasoning. 935

claim: {{claim}} 936

evidence: {{evidence}} 937

label: 938

P6 You need to determine the accuracy of 939

a claim based on the evidence. 940

Use one of the following 5 labels 941

for the claim: true, mostly-true, 942

half-true, mostly-false, or false. 943

Examine the evidence and choose the 944

most likely label based on the 945

claim’s accuracy without explaining 946

your reasoning. 947

claim: {{claim}} 948

evidence: {{evidence}} 949

label: 950

P7 Given claim and evidence, you 951

are tasked with evaluating the 952

truthfulness of claims based on the 953

provided evidence. 954

Each claim can be categorized into 955

one of 5 labels: true, mostly-true, 956

half-true, mostly-false, false. 957

Assess the claim given the evidence 958
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and classify it appropriately without959

providing an explanation.960

claim: {{claim}}961

evidence: {{evidence}}962

label:963

A.2 Few Shot Prompts964

Base/Instruct Models Prompts965

In this section, we provide the seven prompts used966

for Base/Instruct models in the few-shot setting for967

the 5-class fact-checking task.968

P1 You need to determine the accuracy of969

a claim based on the evidence.970

Use one of the following 5 labels971

for each claim: true, mostly-true,972

half-true, mostly-false, or false.973

Examine the evidence and pick the974

most probable label according to the975

truthfulness of the claim without976

explaining your reasoning.977

claim: {{claim}}978

evidence: {{evidence}}979

label:980

P2 You need to judge the truth of a claim981

based on the evidence given.982

Use one of these 5 labels for each983

claim: true, mostly-true, half-true,984

mostly-false, or false.985

Review the evidence and classify986

the claim without explaining your987

reasoning.988

claim: {{claim}}989

evidence: {{evidence}}990

label:991

P3 Given claim and evidence, you992

are tasked with evaluating the993

truthfulness of claims based on the994

provided evidence.995

Each claim can be categorized into996

one of 5 labels: true, mostly-true,997

half-true, mostly-false, or false.998

Assess the claim given the evidence999

and classify it appropriately without1000

providing an explanation.1001

claim: {{claim}}1002

evidence: {{evidence}}1003

label:1004

P4 Given claim and evidence, find if1005

the claim is true, mostly-true,1006

Label Count Tokenµ Sentµ BPEµ

True 296 666.20 29.40 847.27
Mostly True 298 804.78 36.51 1022.50
Half True 293 898.12 39.95 1135.38
Mostly False 300 927.16 41.40 1165.60
False 295 679.12 33.05 862.42

Total 1482 795.31 36.07 1006.92

Table 4: Statistics for Unfiltered version of Politi-fact-
only dataset. Tokenµ, Sentµ, and BPEµ represent the
average number of standard tokens, sentences, and BPE
tokens per entry, respectively.

half-true, mostly-false, or false. 1007

claim: {{claim}} 1008

evidence: {{evidence}} 1009

label: 1010

P5 Based on the provided evidence, 1011

verify the claim and classify it 1012

as true, mostly-true, half-true, 1013

mostly-false, or false. 1014

claim: {{claim}} 1015

evidence: {{evidence}} 1016

label: 1017

P6 Based on the provided evidence, 1018

judge whether the claim is true, 1019

mostly-true, half-true, mostly-false, 1020

or false. 1021

claim: {{claim}} 1022

evidence: {{evidence}} 1023

label: 1024

P7 Examine the evidence and classify 1025

the claim as true, mostly-true, 1026

half-true, mostly-false, or false. 1027

claim: {{claim}} 1028

evidence: {{evidence}} 1029

label: 1030

B Guidelines 1031

I met with the annotators regularly over a span of 1032

two months. During this time, we employed three 1033

annotators who were proficient in English and com- 1034

pensated by our lab. The Politifact-only dataset is a 1035

fact-checking dataset scraped from politifact.com, 1036

focusing on the political domain. It consists of 1037

1,500 instances, each containing a political claim 1038

along with corresponding evidence.Based on the 1039

evidence, the claim’s truth value is categorized in 1040

one of the following categories: true, mostly true, 1041

half true, mostly false, false, pants on fire. I have 1042
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Zero Shot

P1 P2 P3 P4 P5 P6 P7

Base Models

Mistral-7B-v0.3 0.3213 0.3213 0.3199 0.3396 0.3415 0.4253 0.4147
Llama-3-8B 0.29 0.4607 0.4891 0.4678 0.4468 0.5202 0.4781
Gemma-2-9b 0.2979 0.3180 0.3264 0.3494 0.3094 0.3473 0.3769

Instruct Models

Mistral-7B-Instruct-v0.3 0.5191 0.5334 0.4060 0.5428 0.4832 0.5419 0.5066
Llama-3-8B-Instruct 0.6132 0.4249 0.3550 0.6239 0.6276 0.6240 0.4207
Gemma-2-9b-it 0.5183 0.3837 0.4281 0.4041 0.4041 0.3979 0.5512

Few(5) Shot

Base Models

Mistral-7B-v0.3 0.7690 0.7567 0.7587 0.7809 0.7618 0.7778 0.7785
Llama-3-8B 0.6984 0.7123 0.6883 0.7251 0.7304 0.7044 0.7365
Gemma-2-9b 0.6566 0.6552 0.6073 0.6914 0.7127 0.7127 0.6990

Instruct Models

Mistral-7B-Instruct-v0.3 0.6867 0.6989 0.6856 0.7360 0.7215 0.7350 0.7332
Llama-3-8B-Instruct 0.4387 0.4433 0.4908 0.5505 0.5235 0.5235 0.5120
Gemma-2-9b-it 0.3700 0.4009 0.3774 0.3625 0.3867 0.3889 0.3585

2-stage CoT

P1 P2 P3 P4 P5 P6

Mistral-7b-v0.3-instruct 0.5317 0.4129 0.4339 0.4180 0.4957 0.4604

Table 5: Weighted F1 Scores for Different Prompts Across Various Models and Experiment Methodologies (Zero-
Shot, Few-Shot, and Two-Stage CoT). The scores are reported for multiple prompt configurations for base and
instruct models, demonstrating performance variations in prompt selection.
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clubbed pants on fire and false into one label that1043

is false Table 11044

First, we need to clean, test and val set first so1045

that we can make use of the dataset for the experi-1046

ment, then we will move on to train the dataset.1047

Fields in the dataset for instance: Id, la-1048

bel, speaker, claim, evidence, source, speaker,1049

claim_data, etc given in the provided json file. I1050

added “leaked” and “annotator prediction” for you1051

to fill in. Label Description: True: The statement1052

is accurate and there’s nothing significant missing.1053

Mostly True: The statement is accurate but needs1054

clarification or additional information Half True:1055

The statement is partially accurate but leaves out1056

important details or takes things out of context.1057

Mostly False: The statement contains an element1058

of truth but ignores critical facts that would give1059

a different impression. False: The statement is1060

not accurate. Pants on fire: The statement is not1061

accurate and makes a ridiculous claim.1062

B.1 Problem with the current dataset1063

The dataset contains the claim and corresponding1064

evidence that supports or refutes the claim. We1065

have some leakage in our dataset. Leakage means,1066

there are evidences in the dataset which are1067

giving away the information about the label of the1068

corresponding claim. The evidence may contain1069

the definition of the label, some direct intuition1070

about the label, or the label itself.1071

What needs to be done:1072

Remove our ruling section if exists.1073

Remove the sentence that contains a label or label1074

definition.1075

Remove sentences that directly give away the1076

information about the label.1077

Remove redundant conclusions by the annotator if1078

they repeat information from the previous section1079

or can be inferred from prior content.1080

Mark which evidence needed changes in the1081

“leaked” field by writing yes/no. Give your1082

predicted label in the “annotator prediction” field.1083

1084

Examples with strike-throughs helped annotators1085

understand what to remove. We met weekly and1086

re-annotate if needed.1087
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"label": "true"
"claim": "At nearly 19 million people, the population of Florida is larger than all the
earlier primary and caucus states combined."
"evidence": "Gov. Rick scott rallied republican activists at florida's presidency 5
straw poll with an argument for the state's supremacy in choosing the party's
presidential contender.none will have a greater impact on the selection of the
nominee than our own primary in the sunshine state, scott told a crowd of 3,500 on
sept. 24, 2011.while other primaries or caucuses might be earlier, he said, florida's
population and diversity set it apart.at nearly 19 million people, the population of
florida is larger than all the earlier primary and caucus states combined, he
said.the republican national committee allows just iowa, new hampshire, south
carolina and nevada to vote in february 2012 without penalty.florida has yet to
choose its primary date. But state lawmakers would like to see it as early as
possible, saying it better reflects the country than the four early states and should
play an agenda-setting role."
"speaker": "Rick Scott"
"claim_date": "9/24/2011"
"source": "speech"
"factchecker": "Becky Bowers"
"factcheck_date": "9/27/2011"
"factcheck_analysis_link": "https://www.politifact.com/factchecks/2011/sep/27/rick-
scott/gov-rick-scotts-primary-math-florida-has-more-peop/"

Figure 2: A true instance from the dataset.
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"label": "mostly-true"
"claim": "The failings in our civil service are encouraged by a system that makes it
very difficult to fire someone even for gross misconduct."
"evidence": "Sen. John mccain, the arizona republican, overstates the problem of
removing federal employees for poor performance, but not by much, according
experts who examine federal work rules. It is perhaps not a surprise that a union
offical disputes mccain's use of the incompetent federal worker cliche. Procedures
do exist to remove workers from their jobs, and many people do get fired. But it
takes a long time, according to the outside experts who follow such issues closely.
Mccain wisely faults not an individual but a system. That puts him on pretty solid
ground, where even a study by the federal government had difficulty finding
supervisors who had attempted to take action against poorly performing
employees."
"speaker": "John McCain"
"claim_date": "3/21/2007"
"source": "other"
"factchecker": "Angie Drobnic Holan"
"factcheck_date": "9/1/2007"
"factcheck_analysis_link": "https://www.politifact.com/factchecks/2007/sep/01/john-
mccain/you-can-fire-federal-workers-but-its-tough/"

Figure 3: A mostly true instance from the dataset.
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"label": "half-true"
"claim": "21-million Americans could have a four-year college scholarship for the
money we've squandered in Iraq. 7.6-million teachers could have been hired last
year if we weren't squandering this money."
"evidence": "Former U.S. Sen. Mike gravel attacked the iraq war during a recent
debate by highlighting the increasing costs. Stop and think, he said at howard
university on june 28, 2007. When he's talking about the money we're
squandering, 21-million americans could have a four-year college scholarship for
the money we've squandered in iraq. 7.6-million teachers could have been hired
last year if we weren't squandering this money. Gravel's campaign staff didn't
respond to numerous requests for documentation supporting those numbers. They
couldn't even say how much they think the iraq war costs. The college board puts
the average cost of tuition for a four-year public university in 2006 at $5,836. Do
the math: the sum exceeds $490.2-billion, much higher than even the highest
estimate. The U.S. Department of education reports the average teacher salary
was $47,750 in 2005, the most recent year available. That produces a total of
$363-billion, well below the lowest estimate. The congressional budget office
conservatively estimates the entire bill for the iraq war since 2001 is $413-billion."
"speaker": "Mike Gravel"
"claim_date": "6/28/2007"
"source": "other"
"factchecker": "John Frank"
"factcheck_date": "9/20/2007"
"factcheck_analysis_link":
"https://www.politifact.com/factchecks/2007/sep/20/mike-gravel/hes-high-then-hes-
low/"

Figure 4: A half true instance from the dataset.
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"label": "mostly-false"
"claim": "Photo shows a semi-truck that crashed with a Chevy pickup that cut in
front of it."
"evidence": "An unnerving photo of a vehicle crumpled under a semi-truck is being
shared on social media with a warning: the next time you decide to cut in front of
that 80,000 lb semi, remember: this was once a 4-door chevy pickup. In
september 2016, wsb-tv, a news station in atlanta, aired images from a crash
involving four tractor-trailers on interstate 20 in carroll county, georgia. Georgia
state patrol said at the time that a tractor-trailer ran into the back of a second
tractor-trailer, according to the station. The second tractor-trailer then drove over a
silver pickup truck, crushing it, and ran into a third tractor-trailer. The third tractor
trailer then hit a fourth one. The person driving the pickup and a passenger were
killed in the crash. The atlanta journal-constitution reported the same narrative.
The deadly chain reaction started when a tractor-trailer headed eastbound struck a
second tractor-trailer, which then struck the silver pickup truck, killing the driver
and passenger, the newspaper said. The photo suggests this is what happens to
smaller vehicles that cut in front of big trucks on the highway. But this was no
ordinary collison; it involved multiple vehicles that are not all pictured."
"speaker": "Viral image"
"claim_date": "6/15/2021"
"source": "social_media"
"factchecker": "Ciara O'Rourke"
"factcheck_date": "6/21/2021"
"factcheck_analysis_link": "https://www.politifact.com/factchecks/2021/jun/21/viral-
image/crash-photo-doesnt-show-vehicle-cut-front-semi-tru/"

Figure 5: A mostly false instance from the dataset.
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"label": "false"
"claim": "A 2022 video shows Ukrainian and Russian soldiers face to face."
"evidence": "Footage of soldiers firing shots into the air as hundreds of unarmed
people march toward an airbase in belbek, crimea, is being shared on tiktok as
russia invades ukraine. Ukrainian and russian soldiers face off in big battle border,
one post sharing the footage wrote. #ukrainian and #ryssland soldiers face to face,
another post said. This footage was posted over 12 times on tiktok and viewed on
the platform more than 20 million times as of feb. 25. Bbc news turkey shared the
footage on youtube on march 4, 2014. According to the bbc article, the video
depicts pro-russian troops who seized an airbase firing warning shots to prevent
some 300 unarmed ukrainian soldiers from approaching. The tense standoff
occurred as russia annexed crimea in 2014."
"speaker": "TikTok posts"
"claim_date": "2/25/2022"
"source": "blog"
"factchecker": "Yacob Reyes"
"factcheck_date": "2/25/2022"
"factcheck_analysis_link":"https://www.politifact.com/factchecks/2022/feb/25/tiktok-
posts/video-standoff-between-soldiers-ukraine-2014/"

Figure 6: A false instance from the dataset.
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