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We adopt a topological perspective over graphs and bring the following We first propose a differentiable pooling algorithm based on a ‘lens function’
contributions: parameterised by GNNs. The soft cluster assignment matrix is computed using a
e Deep Graph Mapper (DGM): A (differentiable) Mapper-based kernel density estimation approach.
algorithm for graph pooling / coarsening. 5
e Prove that DGM generalises other popular pooling algorithms ¢($ T ) — ex ( |x—x; || ) VISUALISATIONS
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based on soft-cluster assignments such as DiffPool or min-cut pooling. . .
e Demonstrate that DGM is competitive with other state-of-the-art , v —
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e Show how the algorithm can be used for improved graph | Zj:l oo (fo(Xi))i, x5) R Lo

visualisations.

PAGERANK-BASED MAPPER POOLING (MPR)
RELATIONSHIP TO SOFT-CLUSTER

ASSIGNMENT METHODS

We also design a non-differentiable pooling method leveraging a PageRank-based
lens function’, which exploits the power-law distributions often present in graph

We offer a visual proof for the relationship to soft cluster assignments. datasets. The soft cluster assignment matrix is computed from the pull back cover.

A PR,
f(X); = PR, = ZjeN(i) [N (7))

q.. — Hiéf—l(Uj)
{Ukli € f=1(Ux)}

(@) (b) (c) (d)



