A Additional Theory

In this section, we provide additional theoretical results, omitted in the main paper due to space
constraints. Concretely, in App.[A.T|we provide a proof for Theorem3.1]on the correctness of our PDF
computation. In App. we show that ;, 7, and v,,,, computed as outlined in Section[d] are indeed
jointly MLE-optimal. Finally, we provide more details on ROBTREEBOOST and ROBADABOOST in

App.[A3]and App.[A.4] respectively.
A.1 PDF Computation

Here, we provide a proof for Theorem on the correctness of our efficient PDF-computation,
restated below for convenience.

Theorem 3.1. For z € [0,1], Faro(z) = ZLZMAJ pdf[d][t] describes the exact CDF and thus
success probability py, = Py o) [fm(T') = y] = |y — fM,m(0.5)|f0ry € {0,1}.

Proof. Let the random variable I'(*) be the prediction of the i-th meta-stump, then we have by
definition of the meta-stump P[I') =T, ;] = Porg(@y[vij—1 < @) < ;] (see Section. Note
that, for presentational simplicity, we assume I'; ; # I'; 1, Vk # j. Now, we first show by induction

that pdf[i] computes the exact PDF of Zle 'Y (Lemma , before showing how the CDF of the
meta-stump ensemble follows.

Lemma 1. Algorithmcomputes pdf[i][t] = P {Z§=1 rée = t}.

Proof. We proceed by induction over 4. In the base case, for i = 0, we directly have pdf[0][0] = 1.0
and pdf[0][t] = 0.0 for ¢ > 0 by construction. Now the induction assumption is that pdf[i — 1][t] =

P |10 = t} for an arbitrary ¢ < d and all corresponding ¢. To compute the pdf[i][¢], we now
have:

pdf pdf 7 — 1 — Fi,j] . ]P)L:Nqﬁ(m) [Ui,j—l < SC; < ’Ui’j]

§|\M

i—1
: KZ Fm) — FW’] Por gy [Vij—1 < @ < vy ]

=1

[(Z FU)) ’ r = Fm‘] -P [I‘(i) = Fi,]}

1)

where we first use the definition pdf[i][t] according to Algorithm(I} followed by induction assumption,
the independency of different meta-stumps and the the law of total probability over j.

I
— &MEE

Now, we show how Theorem directly follows from Lemmam Recall that v; ; = %, where A is
the number of discretization steps. Similarly to T'(), let v(*) be the random variable describing the
prediction of the i-th meta-stump. Using Lemmal|I] we obtain

[zMA]

Fua(z)= Y pdf[d][t]
thJWOAJ

-y e[
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Where the second to last step follows from the discretization of the leaf predictions leading to a
piece-wise constant CDF. O

A.2 MLE-Optimal Stumps

In this section, we extend the theory from Section 4.1} showing that the v,,,, 7; and ;. computed as
outlined there, are, in fact, jointly MLE-optimal.

Recall that an individual stump operating on feature j,, is characterized by three parameters: v,,,

~; and ;.. In Section@, we show how to choose MLE-optimal ~; and +, given v,,. It remains to

show that if v, minimizes the entropy impurity Hepgopy, then 'y¢ MLE 'yf’MLE, and v,, are jointly

MLE-optimal.

For an arbitrary split position v,,,, we have the probabilities p; ; (Vi) = Pg/g(a:) [x; < v,,] and
Pri(Um) = 1 — pri(vy,) of &} lying to the left or the right of v,,, respectively, under the input
randomization scheme ¢. For an i.i.d. dataset with n samples (x;,y;) ~ (X,)), we define the
probabilities p (v;,) = i3 (ilyi—y} Pj,i(Um) of picking the j € {,r} leaf, conditioned on the target
label, and p; (vy,) = p?(vm) + p} (vrm) as their sum. Now, we compute the entropy impurity Hepropy
[32] as

Hentropy(vm):* Z pj(vm) Z

je{l,r} ye{0, 1}

Z Z pg Um) log (pj ((Zm;>

je{l,r} ye{0,1}

pj(v

uc
\/

MLE MLE
P P

Slmllarly, let Upn) and v, U ) be the MLE-optimal predictions given v,,, as computed

in Section 4,11 We formalize our statement as follows in Theorem[A_ 1}

Theorem A.l. Given an i.id. dataset with n samples (x;,y;) ~ (X,Y), let vl =
1% 1, %

argmin, = Henropy(Vm), 11(v),) = % and . (v}) = %. Then vZ,, v

and 7y, are jointly MLE-optimal with respect to that dataset.

Proof. Similarly to Section .1} but also optimizing over v,,,, we obtain:

VEMLE yPMUE @MLE — argmax PV | ¢(X), fn]
Vm Vi Vr

— argmax 3 Egrgio logPlyi | ', fun]

VmsYYr g

n

= arg max Z P1i(vm) log(1 — 1) + pri(vm) log(1 — )
Vm Vs Yr ie{z’|yi=0}

+ D pri(vm)log(n) + pri(vm) log (v
i€ ilyi=1)
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= argmax pj (vm)log(1 — 7)) + p)(vm) log(1 — )
Um Vs Vr

+ i (vm) 10g(m1) + pr(vim) log ()
As shown in Section for a fixed v,,, the MLE-optimal estimates for ; and -, are fyf MLE(um) =

pl(vm) ¢MLE p},(vm) . . e . .
m and YV (vy,) = T p0 (. - Hence, in the following, it is enough to optimize

OVer vy, substituting in v (v,,) and y?ME (v,,,). We obtain:

vME = argmax pf (vim) log(1 = 7™M (V) + p2(vm) log(1 — AP ME(v,, )

+p (vm) 1og (] ™M (vm)) + PH(0m) log (v M E (vy)
1 1
0 pi (V) 0 Pr(Vm)
= argmax p; (v.,) log (1—) + p;(vm) log (1—
Um ¢ (o) pll (Vm) + p? (Vm) (vm) Pr(vm) + pg (Vm)

+pi (vm) log (lpll(”’”)) +pl(vm) log (pl@m))

p; (Vm) er?(vm) P (Vi) + P (Vi)

— s 8ot (1~ 200 118t (1 22))

o pi(vm) r(vm)
+ ! (vm) log (Z((Sm))) + P (vm) log (M)

= argmax —Hengopy (Um)

Um

= arg min Hemmpy(vm)

=
Thus, we have that the triplet v}, := argmin, Hengopy(vm), (V) = % and
. 1\"m 1\"m
Yo (05) = reela) s is jointly MLE-optimal. O

A.3 Gradient Boosting for Certifiable Robustness

Below, we describe ROBTREEBOOST, already outlined in Section @ in more detail. Formally,
we aim to minimize the cross-entropy loss between the certifiable prediction at the ¢ percentile
.7:7;171’%_ (q) and the one-hot target probability given by the label 3, where we choose ¢ = p~(r) for
some target radius r. Concretely, to add the m™™ stump to our ensemble, we begin by computing the
certifiable prediction y;:

——1 .
/ mflm‘(q) ify=20
(Pt 5
Y {fmlmu—q) ity =1, ®)

Now, we define the pseudo label y as the residual between the target label y and the certifiable
prediction y/, scaled to [0, 1] as §; = % + % Subsequently, we select feature j,,, and split position
Uy, that minimize the mean squared error impurity (MSE) under the randomization scheme for these
pseudo-labels. As before, we define the mean squared error impurity Hysg in terms of the branching
probabilities p; ; = Pmlwd)(mi)[x’jm <vpland p,; =1 —pr:

. Do Py Ui st Zje{z,r}pj,i(?ji — uy)?
e - .

Hi = Hwyse = (6)
T Y
The optimal leaf predictions can now be computed approximately [33]] to
n . ~{
Zi:l plﬂ yZ (7)

N = = - ;
2P 1295 = 1|(1 = [2g; — 1))

and v, analogously. We initialize this boosting process with an ensemble of individually MLE-optimal
stumps and repeat this boosting step until we have added as many stumps as desired.
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A.4 Adaptive Boosting for Certifiable Robustness

Below, we describe ROBADABOOST, already outlined in Section[4.2] in more detail. Our goal is to
obtain a weighted ensemble Fx

K

_ 1 X
Fr(x) = K . ZO‘ ]l]Pm/N¢(m)[fl’('l(w/)>0.5]>0.57 ®)
2e—1 0 1

consisting of K stump ensembles f ]’\“/[, that is certifiably robust at a pre-determined radius r. Here,
Fr(z): RY — [0, 1] is a soft-classifier, that predicts class 1 for outputs > 0.5 and class O else.

To train the K constituting ensembles such that the overall ensemble F' is certifiably robust at radius
r, we proceed as follows: First, we initialize the weights of all samples x; to w} = % Then, for
k = 1to K, we iteratively fit a new stump ensemble f 1’(4 as described in Sectionusing the sample
weights w¥. Then, similar to Freund and Schapire [34] although targeting certifiability instead of
accuracy, we update the sample weights as follows: First, we compute whether the newly trained k-th
ensemble f ]’ﬁf is certifiably correct (c;) for each sample x; in the training set:

¢ = {]le’rvd)(mi)[f]l\“}[(m/)go'5]>/)ml(r) ?f y = O (9)
Po oo [ (@)>0.5]5p57 () TY =1

Then, we determine the certifiable error err*, and the model weight ¥ of f!fl as:

errk — EZL:l lflji(l — ci) oF — log 1—errk
Yo w; errk

and update the sample weights for the next iteration to:

b whexp(af(l—c))
CT S ufesp(a(l - )

before training the next ensemble. This way, we are minimizing the overall loss for certified
predictions at radius 7.

w.

To certify F at a specific radius r, we now have to show that we can certify individual ensembles
corresponding to at least half the total weights, or more formally (here, without loss of generality
assuming a label of y = 1):

K K
k >t o]
> .

Lo i [P (@) >0.5]5 051 (r) > (10)

k=1

To compute the certifiable radius for F}, we compute the certifiable radii R* of the individual
ensembles, sort them in decreasing order such that R* > R¥*! and obtain the largest radius R* such

K l
that 35 ! > % Intuitively, we need to find a subset of models such that their weighted

predictions for class 1 reach at least half the possible weight, accounting for negative weights.

B Experimental Details

Here, we describe our experimental setup in greater detail. Note that we also publish all code, models,
and instructions required to reproduce our results at https://github.com/eth-sri/drs.

B.1 Datasets

In this section, we describe the datasets we use in detail.

Datasets with Numerical Features We conduct experiments focusing on numerical features only
on all the datasets considered by prior work [23}22]]. More concretely, we use the tabular datasets
BREASTCANCER [37] and DIABETES [36], where we follow prior work [23] in using the first 80%
of the samples as train set and the remaining 20% as test set, normalizing the data to [0, 1], and the
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vision datasets MNIST 1 vs. 5 [39], MNIST 2 vs. 6 [39], and FMNIST-SHOES [38]], where we
use all samples of the right classes from the train and test sets.

Additionally, we consider the SPAMBASE [37]] dataset, where the task is to predict whether an email
is spam (binary classification) given 57 numerical features. We normalize all features using the mean
and standard deviation of the training data before applying any perturbations.

Datasets with Numerical and Categorical Features We conduct our experiments on the joint
certification of numerical and categorical features using the popular ADULT [37]], CREDIT [37],
MAaMMO [37], and BANK [37] datasets. By default, we use the first 70% of the samples as the train
set, and the remaining 30% as the test set. For error bound experiments (in App. [C.1)), we use 5-fold
cross-validation over the whole datasets, and report the mean and standard deviations over the 5 folds.
Here, we normalize the numerical features using the mean and standard deviation of the training data,
before applying any perturbations.

The ADULT [37] dataset is a societal dataset based on the 1994 US Census database. It contains
eight categorical and six numerical variables for each individual. The cardinalities of the categorical
variables range from 2 to 42 (concretely, they are 9, 16,7, 15, 6, 5, 2, and 42). The task is to predict
whether an individual’s salary is below or above 50k USD.

The CREDIT [37] dataset is a financial dataset containing 13 categorical and 7 numerical fea-
tures. The cardinalities of the categorical features range from 2 to 10 (concretely, they are
4,5,10,5,5,4,3,4,3,3,4,2, and 2). The task is to predict whether a customer has a low or high risk
to default on a loan.

The MAMMO [37] dataset is medial dataset where the goal is to predicting whether breast biopsies are
needed. It consists of 3 numerical and 2 categorical where the categorical features have cardinalities
4 and 5.

The BANK [37] dataset is a financial dataset, consisting of 9 categorical and 7 numerical features.
The task is to predict whether a client will subscribe to a bank term deposit or not, given the features.

Some datasets exhibit a significant class imbalance, with the minority class constituting 24.6% of
the ADULT and 29.6% of the CREDIT train set. Therefore, we report balanced certified accuracy,
computed as the arithmetic mean of the per class certified accuracies.

Dataset with Categorical Features The MUSHROOM [37] dataset contains 22 categorical features
encoding physical features of mushrooms with the goal to predicting whether a mushroom is edible
or poisonous.

B.2 Training Details

The key (and for independent training, the only) Table 5: Noise magnitudes used for Table

hyper.-parameter of our gppr(?ach is the noise Method Dataset A (for £1) o (for £2)
magnitude, A for /;-certification and o for {5- BREASTCANCER 200 400
certification. In Table [5] we report the noise DIABETES 0.35 0.25
levels chosen for the different datasets. We dis-  Independent ~ MNIST 1vs. 5 4.00 0.25
cuss the effect of different noise magnitudes in MNIST 2 vs. 6 4.00 0.25
FMNIST-SHOES 4.00 0.25

App. and observe that results are generally 5 - o0 025
quite stable across a wide range of noise magni- ameres 0 oos 01s
tudes. Unless otherwise stated, we determine the Boosting MNIST 1 vs. 5 4.00 0.25
split position v,, via linear search using incre- MNIST 2 vs. 6 4.00 0.25
ments of size 0.01 and discretize leaf predictions FMNIST-SHOES  4.00 025
~ using 100 steps (i.e., A = 100).
ROBTREEBOOST We initialize ROBTREE- Table 6: ROBTREEBOOST parameters.
BO_OST with an ensemble of lndependently Parameter Perturbation BREASTCANCER  DIABETES
trained stumps and add a further n; stumps as “ 0.60 070

. . . . th . Percentile ¢ ) ' '
described in Section 4.2fusing the ¢ percentile ) 0.98 095
to compute the certifiable predictions. We chose  additional stumps ns ﬁl Zg 11050

(2

q and ny, as shown in Table[6]
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ROBADABOOST To evaluate ROBADABOOST, we consider ensembles of K = 20 individual stump
ensembles in each of our experiments. We choose the same noise magnitudes as for independently
trained stumps, described in Table@

Joint Certification For joint certification, we use ensembles of independently trained decision stumps,
one for each feature. The stump corresponding to categorical features maps a categorical value to
either 0.375 or 0.625 (which are the same distance from the decision threshold 0.5), depending on
whether the majority of the samples with this categorical value have class 0 or 1, respectively. Note
that permitting arbitrary leaf predictions slightly improves clean accuracy, but significantly worsens
worst-case behaviour. Choosing leaf predictions further from the decision threshold gives more
emphasis to categorical variables compared to numerical ones. The stumps for the numerical features
are learned individually, as described in Section[d.1] For ¢;, we used the noise magnitude A = 2.0
and for ¢5-certification o = 0.25.

B.3 Computational Resources and Experimental Timings

In this section, we describe the computational resources required for our experiments. We run all our
experiments using 24 cores of an Intel Xeon Gold 6242 CPUs and a single NVIDIA RTX 2080Ti and
report timings for the full experiment in App. We show timings in Table

We observe that all certification is extremely Table 7: Experimental timings for whole datasets.

quick with FMNIST-SHOES taking the longest Independent Boosting
at 6s for the whole test set and an ensemble of "™ ™™ Tiny Conificaton Training Cortfication
independently trained stumps in the ¢;-setting, BREASTCANCER 2 <01s 145 <0.1s
. DIABETES 2s <0.1s 2s <0.1s
translating to 0.003s per sample. When evaluat-  #  MNIsT1vs.5 32 55 13min 27s
. . . . [ MNIST 2 vs. 6 29s 4s 11min 16s
ing models in single instead of double precision, FMNIST-SHOES 3l 65 13min 405
we can, e.g., further reduce certification times BREASTCANCER 25 <0.1s 9s <0.1s
. D 2s 0.1s 47s 0.1s
from 3s to 1.2s for MNIST 2 vS. 6. The in-  ,  unistive.s ik “a l0mn 2%
- 3 ini ] 1M1 MNIST 2 vs. 6 14s 3s 9min 26s
dependently MLE-optimal training is similarly PVNIS TS e . omi P

quick, allowing us to run all core experiments in
less than 5 minutes. Only ROBADABOOST takes more than one minute for an individual experiment,
as it involves training and certifying 20 stump ensembles. For datasets combining categorical and
numerical features, the training and certification for the categorical variables is almost instantaneous
and dominated by that for the numerical features. The latter requires 19.9s and 47.0s for the ¢;
and /5-experiment, respectively, on ADULT and 1.5s respectively 2.0s on CREDIT. We remark that
computational efficiency was not a main focus of this work and we did not optimize runtimes.

C Additional Experiments

In this section, we extend our experimental evaluation from Section[5] Concretely, in App.[C.I] we
provide additional experiments on the joint certification of categorical and numerical variables. In
App.[C.2] we compare DRS to RS in more detail while in App.[C.3] we continue our investigation
of our MLE optimality criterion. Moreover, in App.[C.4] we provide additional experiments on the
effect of the noise magnitudes A and o for ¢;- and ¢5-certification, respectively. In App. we
analyze the impact of the discretization granularity and in App.[C.6] we evaluate the effect of an
approximate split position optimization. Finally, in App.[C.7] we include error bound experiments for
certification of numerical features via 5-fold cross-validation.

C.1 Additional Experiments on Joint Robustness Certificates

In Table[§] we report the mean and standard deviation (over a 5-fold cross-validation) of the balanced
certified accuracies at a range of /5 radii over the numerical features given varying perturbation levels
of the categorical features for all datasets containing both numerical and categorical features. We
report the corresponding imbalanced certified accuracies in Table[9]and similar results for ¢; radii in

Tables[I0and 111

We again observe that models utilizing both categorical and numerical features outperform those
using only either one on clean data. Interestingly, the slower drop in certified accuracy with increasing
perturbation of the numerical features is much more pronounced in the ¢;-setting, and much higher
certified accuracies are obtained even at large radii. For example, on ADULT, considering only
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Table 8: Balanced certified accuracy (BCA) [%)] under joint ¢y- and ¢-perturbations of categorical
and numerical features, respectively, depending on whether model uses categorical and/or numerical
features. The balanced natural accuracy is the BCA at radius » = 0.0. Larger is better.

Categorical . BCA without BCA with Numerical Features at £ Radius 72
Dataset £o Radius r¢ .
Features Numerical Features 0.00 0.25 0.50 0.75 1.00 1.25 1.50
no - - 7434104 655+03 423405 269+04 1374103 77+0s 44403
0 762406 779404 742407 68.0+06 629106 484404 396107 342404
ADULT os 1 57.0+ 038 66.2+08 61.5+00 52.8407 459+07 33.1404 250+05 20.5+04
4 2 329406 507106 454108 362105 278103 197103 152104 117103
3 8.9+02 359+0s 308106 234104 146104 97104 72103 S.1to02
no - - 594437 513430 39.6+20 27.0+s53 195479 135163 6.7+ 4.1
0 647142 653143 640149 621446 584140 533435 S51.5+46 492447
CREDIT es 1 447+ 35 482431 461431 421435 386135 354445 332452 3llisy
Y 2 26.7+57 29.8444 279444 245457 213155 187453 167456 15.51 60
3 111443 142445 133438 114445 9.8+ 36 8.5+39 6.7437 6.5+ 38
no - - 617128 61.6+20 515430 138142 94450  8.64+s6 6.4+63
MAMMO 0 79.0+ 12 781126 781126 764120 Sllisg 484195 47.6091 4254110
yes 1 30.8+33 46.7+62 46.6162 365169 113139  7.7+a40 T1tas 4945,
2 0.0+ 00 128420 127424 27120 2.6420 24490 214023 0.0+ 00
no - - 73122 630414 4771210 319114 1791358 125150 74447
0 62.8+ 19 699418 654114 570106 488107 39.6+16 304116 24.0447
BANK os 1 423415 53.6419 47.7+21 40.1425 305+20 217417 148419 9.84 24
y 2 212423 374125 315:21 232420 149:20 9.0:23  6di22 43125
3 72423 218429 175427 11.0£23 56113 3.0+14 22414 1.0+ 04

Table 9: Certified accuracy (CA) [%)] under joint £y- and ¢5-perturbations of categorical and numerical
features, respectively, depending on whether model uses categorical and/or numerical features. The
natural accuracy is the CA at radius » = 0.0. Larger is better.

Categorical o CA without CA with Numerical Features at £ Radius r
Dataset £o Radius r¢ y .
Features Numerical Features 0,00 0.25 0.50 0.75 1.00 1.25 1.50
no - - 742405 65.7+06 375410 232408  9.6+03 4.0+ 05 2.1+02
0 69.7+ 06 70.0+05 65.8+07 58.6407 53.7+07 349107 244108 19.1404
ADULT es 1 52.0+ 08 5834109 53.6+10 43.8+08 369+0s 213105 13.0+06 102403
yes 2 27.5+ 06 431407 383108 282406 194404 11.0404 75103 57+02
3 6.6+02 2874105 24.1:07  165+03 84103 48103 35+o02 24401
no - - 63.7+35 553139 435146 307160 217191 140172 TT+52
0 583495 593195 5791101 5581102 524196 482+g7 458192 431104
CREDIT es 1 382474 424155 4044135 36.5+90 33.5+s2 308480 2844173 26.1472
yes 2 217450 250+60 23.0+s9 204455 177+54 153447 136450 123447
3 84126 11.0£25 103423 8.8+28 75424 64122 Slios 49425
no - - 61.7£37 61.6439  51.6434 13.8144  9.6153 8.81 60 6.6+ 67
MAMMO 0 79.04 15 779425 T19:2s 763122 S512is0 487iw 478175 426414
yes 1 318445 46.6+62 465162 365469 113140  7.8+a3z  T24us 5.1tss
2 0.0+ 00 128420 126424 2.6+ 19 25419 24110 20422 0.0+ 00
no - - 68.6423 569121 4llis 212400  5.6109 3.lt13 1741,
0 644475 738158  68.6163 589172 47.d+s0 33.8+74 207160 134142
BANK es 1 4444 79 588167 524167 417476 293173 169155 81426 3.8+ 09
yes 2 23247, 419169 359+67 248166 134149 60127 2.6+0s 1.1+06
3 834147 249457 193152 107137 47419 1.6+06  0.6+03 0.2+ 04

numerical features leads to a BCA of 62.1% 3¢ at radius 1 = 0.0 dropping to 42.0%. 3% at
r1 = 1.5. In contrast, when also utilizing categorical features, the BCA at r; = 0.0 is 76.9%+¢ 59,
only dropping to 71.1%.40 6% at 1 = 1.5, when no categorical variable is perturbed (rg = 0).
Similarly, when at most one categorical variable is perturbed, the BCA at r; = 0.0 is 59.7%+0.6%
and only drops to 54.4%.¢ g% radius 1 = 1.5. This highlights again that, when available, utilizing
categorical features in addition to numerical ones is essential to improve accuracy and make models
more certifiably robust.

While standard deviations are generally moderately low, the sensitivity to different train/test-splits is
particularly small for datasets with many samples like ADULT (nearly 50’000 samples).

DRS is also applicable to data sets involving only categorical features as ca be seen in Table [12]
where we report results on MUSHROOM. As expected, we observe that both balanced and imbalanced
certifiable accuracy decrease as we permit more and more categorical features to be perturbed.
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Table 10: Balanced certified accuracy (BCA) [%] under joint ¢- and ¢; -perturbations of categorical
and numerical features, respectively, depending on whether model uses categorical and/or numerical
features. The balanced natural accuracy is the BCA at radius » = 0.0. Larger is better.

Categorical . BCA without BCA with Numerical Features at ¢; Radius r1
Dataset £o Radius ro .
Features Numerical Features 0.00 0.25 0.50 0.75 1.00 1.25 1.50
no - - 621103 588+o0s 549104 515105 471105 446104 42.0+03
0 76.24 06 769405 764105 7564105 T4.8+06 73.6406 72.6106 Tl.lios
ADULT es 1 57.0+ 08 597406 591406 584406 576407 56.8+07 55.8+08 544108
e 2 329406 3834105 373105 363104 356404 348105 342105 333105
3 8.9+ 02 170403 153403 143402 133403 123403 119403 11.5+02
no - - 5824140 547140 514134 480126 43.0113 333115 269:2>
0 64.7+ 42 651444 645441 640433 634435 628136 612446 60.6+49
CREDIT es 1 447435 46.1135 454128 452130 445135 439127 433429 422433
yes 2 26.7+57 281456 278455 27.1+s9 262460 26.1+60 253167 244164
3 111445 127451 126449 119445 115448 11.0442 106443 10244,
no - - 51.0412 493412 484413 48443 481411 45943 45842
MAMMO 0 79.04 12 770419 768118 766419 766419 76.6119 Tddirs Thddiry
yes 1 30.8433 41.0+38 395+32 389132 389132 386433 372438 37.0+40
2 0.0+ 00 0.0+00  00+00  0.0+00  00+00  00+00  0.0£00  0.0+00
no - - 69.5:25 647120 6lli1s 567119 521417 473110 4131013
0 62.84 19 683106 664107 649+07 632409 612405 59.0400 55947
BANK es 1 42345 491116 469114 448113 433116 406416 389+19 363119
yes 2 212453 309+16 290416 279420 259424 239419 224418 202449
3 72423 155426 143120 130428 120125 109425 96425 79420

Table 11: Certified accuracy (CA) [%] under joint ¢y- and ¢;-perturbations of categorical and
numerical features, respectively, depending on whether model uses categorical and/or numerical
features. The natural accuracy is the CA at radius r = 0.0. Larger is better.

Categorical CA without CA with Numerical Features at £; Radius r1
Dataset Lo Radius o .
Features Numerical Features 0,00 0.25 0.50 0.75 1.00 1.25 1.50

no - - 80.0+03 773104 733104 698105 647106 615106 58.1io7

0 69.7+ 06 698106 092406 683106 674107 658+06 6474107 63.3+ 06

ADULT es 1 52.0+ 03 535407 529107 523107 51.5+07 50.6+08 49.7+09 48.6+ 09
y 2 27.5+06 31.8405 307105 297104 289104 28.1to0s5 27.6104 27.1i0s

3 6.6+ 02 121403 108+03  994+02  9.lio2 83102 8.0+ 02 7.8+ 01

no - - 69.8420 663120 627118 591400 5334120 4234116 351435
0 5834095 580499 57.6495 57.0+97 5644195 5584197 5424105 53.64 108

CREDIT s 1 382474 39.0+77 385+77 383177 377177 372478 36.7+7s 355479
yes 2 21.7+50 224453 220+s50 214454 20.8+s57 20.6+57 20.0+60 19.1+ 53

3 84126 95429 94427 89428 8.6129 83127 7.8+29 75429

no - - 49.6137 480432 47.0:33 470135 468131 44643 4454 34

MAMMO 0 79.0+ 13 76.6+17 765115 763+16 763116 763116 742424 T424i04
yes 1 31.8+445 40.0+54 385+46 378447 378+47 37.6447 36.014i4s 36.0+ 50

2 0.0+ 00 0.0£00  0.0400  0.0+00  0.0+00  0.0+00 0.0+ 00 0.0+ 00

no - - 804435 7744130 751432 722431 684425 637422 57.0+ 11

0 644475 740454 726451 716450 702450 683454 663454 63.2457

BANK os 1 444499 56.5+66 552163 539+64 523163 5021635 482162 449463
Y 2 23247, 385+69 372165 36.0+62 346159 328155 307157 27.7+s4

3 83447 202166 194164 184160 172156 16050 14.6+46 123442

Table 12: Certified accuracy (CA) [%] and balanced certified accuracy (BCA) [%] under £y-
perturbations of categorical features. Larger is better.

Dataset /o Radius rg CA BCA

0 90.6+07 90.4409
1 87.1+17 869416
MusHROOM 2 812436 8l.liss
3 70.5+57 707455
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Table 13: We compare certifying the same stump ensembles via Deterministic Smoothing (DRS) and
Randomized Smoothing (RS) with respect to the average certified radius (ACR) and the certified
accuracy [%] at numerous radii 7 on MNIST 1 vs. 5 for ¢; (A = 4.0) and {5 (¢ = 0.5) norm
perturbations. Larger is better.

Certified Accuracy at Radius r
00 050 1.00 150 2.00 250 3.00 350

RS (n = 100) 2809 930 912 886 862 829 77.0 688 0.0

RS (n = 1000) 3337 956 944 928 906 87.8 847 795 704

151 RS (n =10000) 3430 96.0 953 937 91.6 894 858 821 738
RS (n = 100000) 3456 96.1 955 940 919 899 863 829 746

DRS (ours) 3467 96.6 956 941 92.1 899 865 831 751

RS (n = 100) 0.680 948 90.1 0.0 0.0 0.0 00 00 00

RS (n = 1000) 1.102 956 925 850 0.0 0.0 00 00 00

123 RS (n =10000) 1.403 959 929 869 750 0.0 00 00 00
RS (n =100000) 1.627 959 93.0 873 78.1 0.0 00 00 00

DRS (ours) 2.161 96.0 930 875 79.0 653 405 123 59

Norm Method ACR

C.2 Derandomized vs. Randomized Smoothing

Here, we compare evaluating stump ensembles deterministically via DRS (Section [3) to sampling-
based RS [24]]. In Table [I3] we provide quantitative results corresponding to Fig. [6] expanded
by an equivalent experiment for ¢;-norm perturbations. We observe that as sampling-based RS
uses increasingly more samples, it converges towards DRS. This convergence is much faster in
the ¢;-setting. However, especially in the /5-setting, a notable gap remains even when using as
many as 100000 samples. This is expected as sampling-based RS computes a lower confidence
bound to the true success probability, which can be computed exactly with DRS. Thus the higher the
desired confidence, the larger this gap will be. Further, if RS were to yield a larger radius than DRS,
this would actually be an error, occurring with probability «, as DRS computes the true maximum
certifiable radius. This highlights another key difference: RS provides probabilistic guarantees that
hold with confidence 1 — «, while DRS provides deterministic guarantees. Moreover, for RS, many
samples have to be evaluated (typically n = 100 000), while DRS can efficiently compute the exact
CDF. We note that the much larger improvement in certified radii observed for £3-norm perturbations
is due to the significantly higher sensitivity of the certifiably radius w.r.t. the success probability (see
Table[T).

C.3 MLE Optimality Criterion

In Table [T4] we compare our robust MLE optimality criterion (MLE) to applying the standard
entropy criterion to samples drawn from the input randomization scheme (Sampling) or the clean
data (Default). We observe that training approaches accounting for randomness (i.e., Sampling and
MLE) consistently outperform default training. In some cases, default training even suffers from
a mode collapse, always predicting the same class. Amongst the two methods accounting for the
input randomization, our MLE optimality criterion consistently outperforms samplings at all noise
magnitudes and for both perturbation types. This effect is particularly pronounced at large noise
magnitudes, where sampling becomes less effective at capturing the input distribution.

25



Table 14: We compare training stump ensembles optimally via MLE-optimal criterion, training them
via noisy sampling (Sampling) and default training (Default) with respect to the average certified
radius (ACR) and the certified accuracy [%] on MNIST 2 vS. 6 at numerous radii 7 on various
norms for multiple noise magnitudes (A for ¢; and o for ¢5). Larger is better.

Certified Accuracy at Radius r

Norm A (¢1) or o ({2) Method ACR
00 05 1.0 1.5 2.0 2.5 3.0 35

Default 0519 519 519 519 00 00 00 00 0.0
1.0 Sampling 0928 962 939 648 00 00 00 00 0.0
MLE (Ours) 0931 962 943 662 00 00 00 00 00

Default 2074 519 519 519 519 519 519 519 519

gl 4.0 Sampling 3.166 963 950 933 905 873 814 725 56.0

MLE (Ours)  3.282 963 954 939 917 887 841 76.0 62.8

Default 8297 519 519 519 519 519 519 519 519

16.0 Sampling 6.646 964 953 944 934 91.8 90.0 87.8 849

MLE (Ours) 8.574 962 957 950 941 932 917 90.6 884

Default 0967 519 519 518 487 00 00 00 0.0

0.25 Sampling 1.628 963 928 859 717 00 00 00 0.0

MLE (Ours) 1.642 963 930 863 730 00 00 00 00

’ Default 3436 519 519 519 519 519 519 519 519
2]

1.0 Sampling 1594 955 89.1 765 579 335 117 21 0.2
MLE (Ours)  1.724 955 90.1 79.2 625 403 187 54 13

Default 12.167 519 519 519 519 519 519 519 519
4.0 Sampling 1.095 892 729 509 326 158 4.0 0.5 0.0
MLE (Ours) 1.652 951 88.7 765 592 366 163 49 15

Table 15: Comparison of average certified radius (ACR) and certified accuracy at various radii r with
respect to the /1 norm for numerous datasets and noise magnitudes \. Larger is better.

Certified Accuracy at Radius r
0.0 10 20 30 40 50 60 70 80 9.0 100

05 0407 844 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.0 0766 835 551 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 1463 837 749 470 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0
40 2780 858 802 733 609 213 00 0.0 0.0 0.0 0.0 0.0
80 4755 839 800 755 703 639 564 465 326 19 0.0 0.0
16.0 7975 843 817 778 750 717 673 632 579 529 470 411

05 0476 93 00 00 00 00 00 00 00 00 00 00
1.0 0934 93 770 00 00 00 00 00 00 00 00 00
20 1808 962 921 628 00 00 00 00 00 00 00 00

Dataset A ACR

FMNIST-SHOES

MNISTIVS.5 4 3467 966 941 8.9 8.1 301 00 00 00 00 00 00
80 6472 970 954 933 910 874 82 751 607 44 00 00
160 8957 904 886 866 835 803 774 729 614 6L9 562 49.6
05 0477 93 00 00 00 00 00 00 00 00 00 00
10 0931 92 662 00 00 00 00 00 00 00 00 00
20 1780 962 922 430 00 00 00 00 00 00 00 00
MNIST2VS. 6 46 3280 963 939 87 760 38 00 00 00 00 00 00
80 5617 965 946 914 874 809 717 566 313 00 00 00
160 8574 962 950 932 90.6 865 827 7.5 705 627 533 413
C.4 Effect of Noise Level Certified Accuracy [%)

100-
Here, we provide additional experiments for varying
noise magnitudes, A for ¢;-certification, and o for ¢5-
certification. In Tables[I5]and[T6] we provide extensive
experiments for the ¢1- and ¢5-setting, respectively, which
we visualize in Figs.[7]and [§]

We observe that, in the ¢;-setting, the natural accuracy
(certified accuracy at radius 0) is quite insensitive to an
increase in noise magnitude. Consequently, large A lead to

. ; . 0.0 1.0 2.0 3.0 40
exceptionally large ACR and certified accuracies even at ¢, Radius
large radii, e.g., on MNIST 2 vs. 6, we obtain a certified  Figure 8: Comparing DRS for various noise
accuracy of 82.7% at £ -radius r = 5.0. levels 0 on MNIST 1 vs. 5.
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Table 16: Comparison of average certified radius (ACR) and certified accuracy at various radii r with
respect to the > norm for numerous datasets and noise magnitudes o. Larger is better.

Certified Accuracy at Radius r
00 05 1.0 1.5 20 25 3.0 35

025 1361 868 79.6 700 582 0.0 0.0 0.0 0.0
05 1.723 865 789 701 566 422 278 174 84
1.0 1.699 862 785 69.1 557 410 258 169 89
20 1.681 862 785 68.8 551 402 256 168 87
40 2136 57.1 522 497 479 46.0 434 394 350
80 1518 837 742 644 510 354 210 104 48

Dataset o ACR

FMNIST-SHOES

MNIST 1 vs. 5 20 2012 958 927 858 749 562 269 103 6.0
40 1875 948 872 71.8 48.1 347 299 238 157
80 1.808 96.1 902 803 629 364 204 133 7.7
025 1.642 963 930 863 730 00 00 00 0.0
05 1.824 958 912 819 667 464 234 74 1.3
MNIST 2 vs. 6 1.0 1.724 955 90.1 792 625 403 187 54 1.3

80 1718 743 610 532 494 466 402 303 174

In the /5-setting, increasing the noise magnitude o generally leads to a more pronounced drop in
natural and certified accuracy, and thus similar ACRs for various noise magnitudes.

Thinking Outside the Box Analysing this surprising be- Counts
haviour in the ¢;-setting, we empirically find that despite
the data being normalized to [0, 1], the MLE optimality
criterion often yields split positions v,, outside of [0,1]. 400-

500" g o, i
Recall that there, uniformly distributed random noise is ] Tmin Imual

added to the original sample (' ~ Unif([x — A\, x + \]9)).
In Fig. [0l we show a histogram of the split positions (v;,,), il-  200-
lustrating this behaviour. In the ¢;-setting and using A = 2,
all split positions are either smaller than —1 or larger than
1.9, which are exactly the borders of uniform distributions Oﬁ—Ji Z 1
with A = 2 centered at the extremes of the image domain -2 -l S o1 2 3
. . L. plit Position vy,
([0, 1]). As all splits are outside the hyperbox constituting .. . .
h (vinal i d . f his behavi Figure 9: Comparing counts for values of
’t e original image domain, we refer to this behaviour as  *  'NINIST 2 vs. 6 for £4 and £5 norms
thinking outside the box’. Intuitively, each unperturbed
data point is on the same side of v,,, in this case, but when
the randomization scheme is applied, a split outside of [—1, 2] leads to a probability mass of 0 for
an original feature value of 0 or 1, while for the other, the probability mass can be as high as %
Therefore, such splits allow the smoothed model to still separate these cases well for randomized
inputs.

with A = 2.0 and o = 0.25, respectively.

While we observe this effect on all datasets in the ¢ -setting given a sufficiently large ), it does not
appear in the /5-setting. There, v,,’s are typically clustered closely around or inside [0, 1], as the
Gaussian randomization applied here has unbounded support and does not permit for such a clean
separation, regardless of the choice of v,,.

C.5 Leaf Prediction Discretization

In the main paper, all experiments are conducted with leaf predictions discretized to A = 100
values to enable our efficient CDF computation. In this section, we investigate the effect of this
discretization. Concretely, we report results on MNIST 1 vS. 5 and BREASTCANCER using a
range of discretization-granularities from 2 to 10000 and 2 to 100 000 in Table [17| and Table
respectively. While using a very coarse discretization can lead to a mode collapse (explaining the
very high ACRs observed for /5 perturbations in Table and generally degraded performance,
we observe that for sufficiently fine discretizations (typically A > 50) the results converge as the
discretization is refined further. As the discretization effect on the ensemble’s output is bounded by
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Table 17: We compare the performance of models for different number of discretization sizes with
respect to average certified radius (ACR) and given certified accuracies (CA) [%] on MNIST 1 vs.
5. We utilize A = 4.0 for ¢; and ¢ = 0.5 for £5. We report mean and standard deviation over 5-fold
cross-validation. Larger mean is better.

Certified Accuracy [%] at Radius r

Norm  Discretizations ACR
0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50
2 1.860+ 0025 60.2413 529115 46.6413 445106 445106 445106 445106 443106
3 222040023 55.5+06 555+06 555+06 55.5+06 555+o06 55.5+06 55.5+06 555+06
5 222010003 555106 555106 555106 555106 555106 555106 555106 55.5+06
10 219140033 726412 681113 638110 586410 537108 486107 45.1rto6 443106
0 50 350210014 97.0404 962104 949105 932105 909+0s 88.010s5 838404 769102
100 342540015 962404 947105 930405 91.0405 887105 857+03 815104 742405
500 337540016 95.1+05 936405 91.8105 89.8+04 874103 844105 800+o0s 725103
1’000 336710016 949406 935+06 91.6+0s5 897105 872403 842405 798106 7234103
5’000 336410016 949+06 934105 91.6+0s 896404 872103 842105 797105 7244103
10°000 336410016 949106 934105 91.610s5 89.6104 872103 842105 797106 723103
2 17664+ 0023 445406 445+06 445106 445106 445106 445106 445+06 445406
3 220440023 555+06 55506 S555+t06 S555+06 S555+06 S555+06 S555+06 55.5+06
5 2204+ 0003 555+06 555+06 555+06 555+06 555406 555+06 555+06 55.5+06
10 204440007 959+05 922105 859102 758+04 569+11 278107 14dios  T.6+03
t 50 2.110+ 0006 95.6+05 92.0406 863103 77.7+04 63.1106 3804109 114403 54403
100 2.120+ 0005  953+05 91.8+06 862404 777105 640107 398107 114103 5.0+03
500 2125410005  95.1t0s 918105 862103 77.8104 643106 407107 115104 48102
1000 212640005 95.1+0s 917106 862403 77.8+0s4 644106 408107 11.6+103 48102
5’000 212610005 951405 917106 862103 77.8404 643106 408108 11.6404 4.84+102
10°000 212640005 95.1405 917406 862103 77.8104 643106 408108 11.6103 4.8102

Table 18: We compare the performance of models for different number of discretization sizes with
respect to average certified radius (ACR) and given certified accuracies (CA) [%] on BREASTCANCER.
We utilize A = 2.0 for ¢; and 0 = 4.0 for ¢5. We report mean and standard deviation over 5-fold
cross-validation. Larger mean is better.

Certified Accuracy [%] at Radius r

Norm  Discretizations ACR
0.00 0.10 0.2 0.3 0.4 0.5
2 1.3964+ 0030 952414 941414 927114  90.6+18  89.0419  87.1i0s
3 1.298+ 0044 650122 650422 6501220  650+20 650120  65.0+22
5 12924 0045  67.6125 669127 6631235 659125 654120 65.0+22
10 139540038 952414 941114 928112  908+1s  89.0119  87.1io0s
50 139610030  952+14 941114 927114 906415 89.0119  87.1ios
él 100 1.396i 0.039 95.2i 1.4 94.1i 1.4 92.7i 1.4 90-6i 1.8 8940i 1.9 87-1i0,8
500 1.3961+ 0030  952+14 94114 927114 906115 89.0+19  87.1+0s
1’000 1.3964 0030 952414 941414 927414 90.6+ 13 89.04 19 87.1+0s
5’000 1.3964+ 0039 952414 9414114 927414 90.64 13 89.04 19 87.1+ 03
10’000 139610030 952414 941114 927114 90.6+ 18 89.0+ 19 87.1+0s
50’000 1.396i 0.039 95.2i 1.4 94.1i 1.4 92.7i 1.4 90-6i 1.8 8940i 1.9 87-1i0,8
100’000 1.3964 0030 952414 941114 927114 90.6+ 18 89.0+ 19 87.1+0s8
2 20.6724+ 0704 65.0422 65.0420  65.0422 65.0+ 22 65.04 22 65.0422
3 1.533 410080  65.0+22 650120 65.0+22 650122  65.0+22  65.0+22
5 153310080 65.0422 650422 650122 65.0+22 650122  65.0+22
10 20.672+ 0704 65.0422 650422  65.0+22 65.0+22 65.0+ 22 65.04+ 22
50 0.6441 0158 89.2112 805147 6671165 59.8121 5681152 5451172
A 100 0.653+ 0075 933457 90.6474 88.31s2 85.2+ 380 80.6+ 79 73.84 55
500 0.624+£0020 959+17 939119 924125 893129  839:18 773136
1000 0.609+ 0015 96.1113 9484118 927412, 90.0+ 13 859120 779422
5’000 05970015  96.7+17 950117 928118 9l.liis 863124 76.64 35
10’000 0.598+ 0017  96.5+18 95.0414  92.8113 91.1+ 14 86.3127 763413,
50’000 0.597+ 0016 96.7+17 949116 928413 91.24 16 86.24 29 76.6+ 35
1007000 0.597+ 0016 967417 949116 928118 912416  86.2429  76.6435
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Table 19: We compare the performance of models for different binning sizes with respect to average
certified radius (ACR) and given certified accuracies (CA) [%] on MNIST 1 vS. 5. We utilize
A = 4.0 for ¢; and o = 0.5 for /5. Larger is better.

Certified Accuracy [%] at Radius r
0.00 0.50 1.00 1.50 2.00 2.50 3.00 3.50

Norm Binning Size =~ ACR

4.0 3452 962 952 936 91.7 894 863 827 753

2.0 3452 962 952 936 91.7 894 863 827 753

1.0 3468 965 956 941 920 899 865 831 752

0.5 3465 96.6 955 942 919 899 866 831 750

0.1 3462 96.6 955 942 920 899 864 83.0 748

4y 0.05 3466 965 956 941 919 899 865 831 751
0.01 3467 96.6 956 941 921 899 865 831 751

0.005 3467 96.6 956 941 921 899 865 831 751

0.001 3467 965 956 941 921 90.0 865 831 751

0.0005 3466 965 955 941 921 900 865 83.0 75.1
0.0001 3467 965 955 942 9211 899 865 831 751

4.0 0.584 56.0 559 315 00 0.0 00 00 0.0

2.0 1.888 954 913 836 739 557 224 4.0 0.8

1.0 1980 957 920 84.1 740 588 352 48 0.6

0.5 2119 958 93.0 872 785 626 357 115 65

0.1 2.161 96.0 93.1 875 79.1 652 408 123 59

12 0.05 2.160 96.0 93.1 875 79.1 653 414 124 58
0.01 2.161 96.0 93.0 875 79.0 653 405 123 59

0.005 2163 96.0 93.1 875 79.0 653 409 124 59

0.001 2.164 96.0 93.0 875 790 653 41.1 125 58

0.0005 2.164 960 930 875 790 653 412 125 58
0.0001 2163 96.0 93.0 875 79.0 653 41.1 125 58

%, we conclude that these fine discretizations closely approximate the non-discretized case. We
choose A = 100 such that our discretized smoothed models generally approximately recover the
behavior of the non-discretized models while allowing for fast computations of the ensemble PDF.

While performance improves monotonically with finer discretizations for MNIST 1 vS. 5 in the
{5 setting and for BREASTCANCER in the /; setting, it seems to peak and then declines again for
MNIST 1 vs. 5 in the ¢; setting and for BREASTCANCER in the /5 setting. For BREASTCANCER,
we observe significantly larger standard deviations at coarse discretizations leading to overlapping +-1
standard deviation intervals for all discretization levels not suffering from a mode collapse and thus
statistically insignificant results. For MNIST 1 vS. 5 in the ¢;, the performance peak at A = 50 is
statistically significant. We hypothesize that the coarser regularizations have a beneficial regularizing
effect in this setting.

C.6 Split Position Search Granularity

In our main paper, all experiments are conducted using a step size of 0.01 to conduct the line search
for the optimal split position v,,. In Table[I9] we report results for search granularities from 4.0 to
10~* and observe that a step size of 0.1 is sufficiently fine and reducing it further does not improve
the performance of the obtained models. This suggest that our approximate optimization based on
line search comes very close to the finding the true optimal split position and thus jointly MLE
optimal vy, and 7.

C.7 Error Bounds

In Table [20] we report the mean and standard deviation of the certified accuracies at various radii
across a 5-fold cross validation for datasets including only numerical features. We observe, that our
results are very stable with standard deviations of less than 1.0% on the computer vision datasets,
which have large sample sizes. On the tabular datasets, which consist of much fewer samples, the
dependence on the train/test-split is slightly larger with standard deviations reaching around 4.0% in
some settings. Only where a large noise magnitude (o0 = 4), very small sample sizes, and large radii
come together (BREASTCANCER for /5 perturbations of » = 1.0) do we observe a large sensitivity
to the train/test-split and thus a high standard deviations of up to 21%.
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Table 20: Average certified accuracy (ACR) Certified accuracy (CA) [%] at various radii with respect
to £1- and {5-norm bounded perturbations on various datasets. Larger is better.

Radius r
Perturbation Dataset ACR
0.00 0.10 0.25 0.50 1.00
BREASTCANCER  1.396+ 0030 952414 941414 921413 87.1t0s 72.8+238
DIABETES 0.1534+ 0010 73.7+31 583120 30.1140 0.0+ 00 0.0+ 00
SPAMBASE 254140042 89.1+0s 882104 874106 852+08 80.6+12
b FMNIST-SHOES 27311007 844105 838+10s 83.lios 817105 791107

MNIST 1vVSs. 5 342540015 962404 959+05 954405 947105  93.0+0s
MNIST 2 vs. 6 3.2431 0.008 95.7;{: 0.3 95.5j; 0.3 95.11 0.3 94.5;{: 0.3 92.8i 03

BREASTCANCER  0.6531 0075 933457 90.6474 8731386 738455 155425

DIABETES 0.1241 0.005 72-7:t 35 53.01 3.4 ]5.61 2.6 O-O:E 0.0 0.0j: 0.0
SPAMBASE 0.884+ 0006 89.7+10 874412 837411 73.6+10 409403
£ FMNIST-SHOES 133410012 850408 83.7+09 81.5+07 781405 68.6407

MNIST 1vs. 5 1.720+£ 0006  953+04 948104 940105 923106 879103
MNIST 2 vs. 6 1.6134 0007  955+02 949403 939102 917102 849407

D (De-)Randomized Smoothing for Decision Tree Ensembles

While we focus on decision stump ensembles in the main paper and in particular in Section 3] our
approach can easily be extended to ensembles of decision trees with arbitrary depths which do not
use the same features in distinct decision trees. In particular, our approach can be easily extended to
arbitrary individual decision trees.

Recall that the key idea of our approach is to group individual decision stumps into independent
meta-stumps, allowing us to represent the output of the overall smoothed ensemble as the sum of
independent terms. We can apply the same idea here by constructing meta-stumps over all features
used in an individual tree. As we do not permit features to be reused in multiple trees, every tree is
independent of all others.

For every leaf j of a decision tree m with prediction +,, ;, we can accumulate the constraints along
the path from the root to the leaf of that tree as

(EHEY /\x7>v /\x,ﬁv (11)

i

Note that if x; is not constrained (in one direction) on the path to leaf j, we can simply set the
corresponding threshold v+~ to +00. This allows us to formally define a smoothed decision tree

as
va,j HPm/~¢ (@) [V <vfl. (12)

As all features are perturbed independently under the randomization scheme ¢, we can compute the
probability of a perturbed sample satisfying 1); and thus landing in leaf j by factorization as

P ) [ (@)] = [ [ Par gy 2] > 05, A < 0] (13)
' DPj,i
= Parmot@ @i < v}] = Parngia 7] < 053] (14)

For many common randomization schemes where the (dimension-wise) CDF is available, this
expression can be evaluated efficiently in closed form, e.g., when using a Gaussian distribution as the
randomization scheme ¢(z) = N (z, o), typically used for £>-norm certificates (see Table[T), and
given the inverse Gaussian CDF ®~1, we obtain

T; q [ VT %
Pos () 15 (T H<I> ( ><I> ' (f(j) (15)

We can now construct a meta-stump equivalent per decision tree, where the piece-wise constant
regions with output ,, ; are now simply defined over multiple variables instead of over a single
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Figure 10: Illustration of a meta-stump on a decision tree with feature re-use.

variable. We illustrate this in Fig.

This allows us to adapt Algorithm [I] to iterate over the ensembled decision trees instead of over

features.
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@, where we show a decision tree (Fig. @h)) on features x1 and
x5 (partially truncating depth to avoid clutter) and the corresponding output landscape (Fig. [T0p)).
We can now compute the probability of &’ ~ ¢(0) falling into the blue region as the product of the
probabilities of x} lying in [0.5, 1), p; 1, and 24 lying in [0.5, 00), pj 2. Proceeding similarly for
the other regions, we can instantiate Algorithm [T} as for regular meta-stumps, only replacing the
probability computation as discussed above.



