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Task 2

Give you a sentence or question that contains
some irrationality or humor. Give you four
options, you need to choose the one that best
describes the irrationality or humor of the given
sentence or question.

Note that you must output your answer directly
‘without any explanation. The answer must
belong to one of "A, B, C, D".

The following is the input:
{sentence}

Options:

{options} Task 1

Give you a sentence or question that contains
some irrationality or humor. You need to choose
a type from the “candidate types™ that best fits
the sentence or question.

Candidate types: {candidates}
Note that you must output your answer directly,
without any explanation, and the answer must

belong to one of the candidate types.

The following is the input:
{sentence}

Task 2

Figure 4: Our designed prompts without the Chain-of-Thought idea. Task 3(a) is for the texts that are
not expressed in the form of inquiries. Task 3(b) is for inquiries.

SERAN M TR, KPR
AEIB IR b THAME AN,
AR B tH R REERRIA 4 ) T3
RIS BB IR Z AR ANETR, I
VL PRI B

ﬂﬂﬁ‘]%ﬂi%ﬂﬁ?‘*&)&ﬁ LAt

B <FRIEEHBMT PO AN U — A
&%?&ﬁ%ﬁﬂ?ifi@ﬁ‘]TAﬁﬁﬂ
BRZAb, BRI >
%:%: <Hfed “A, B, C, D” iy
—A

RN M) TR, P EAEA
ARk b PRI B — IR
S RETEMERZ 48, AEM 1%
AT i — A BOE AR T
ISR, JFUE R .

uvie s

RIS R AR L TR s
MR < AIEAERER ) T R
P& FRER IR 2 Ab>

i SEREATE PRENRT PR
FMARIEL >

{candidates}

Give you a sentence or question that contains
some irrationality or humor. Then give you four
options, you need to choose the one that best
describes the irrationality or humor of the given
sentence or question, and give your reasons for
choosing that option.

Your output must strictly follow the following
format:

Analyze: <Briefly analyze which of the four
options accurately describes the irrationality or
humor of the given sentence or question, and
explain why you chose that option>

Answer: <Only one of “A, B, C, D” can be
output>

Give you a sentence or question that contains
some irrationality or humor. You need to explain
what is unreasonable or humorous in one
sentence, and then choose a type from the
“candidate types” that best fits the sentence or
question and explain why.

Candidate types: {candidates}

Your output must strictly follow the following
format:

Explain: <Explain what is unreasonable or
humorous in one sentence>

Reason: <Explain the reason for choosing the
type from “candidate types™>

LURRAN : S9N MRIEIIET chik D> Type: <The type selected from “candidate
{sentence} The following is the input: types™
LR et}
I : {sentence} The following is the input:
{options} Task 1 Task 2 (mmm} Task 1 {sentence} T

Figure 5: Our designed prompts with the Chain-of-Thought idea. Task 3(a) is for the texts that are
not expressed in the form of inquiries. Task 3(b) is for inquiries.

A Our Designed Prompts for FLUB

Our designed prompts without Chain-of-Thought for FLUB are shown in Figure 4. And the Chain-of-
Thought prompts for Task 1 and Task 2 are presented in Figure 5. For the convenience of reading, we

provide both prompts and their English translations. Note that we use Chinese prompts in specific
experiments because our data samples are in Chinese.

B Automatic Evaluation Prompt in Task 3

To enable GPT-4 can automatically score explanations generated by other LLMs according to the
settings of Task 3, we carefully design the corresponding prompt, as shown in Figure 6.

C Scoring Guidelines in Task 3
Scoring Objective For the LLMs’ output response to each input cunning text, please refer to the
given annotated answer to score the output response. This score will be used to measure the quality

of the model response and the degree of matching with the answer.

Scoring Rules The scoring values are defined as {1, 2, 3, 4, 5}. The higher the score, the higher the
quality of the model output. The specific definitions and examples of each score are as follows:
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[Instruction]

Please act as an impartial judge and evaluate the quality of the response provided by an
AI assistant to the user question displayed below. Your evaluation should consider
correctness and helpfulness. You will be given a reference answer and the assistant's
answer. Begin your evaluation by comparing the assistant's answer with the reference
answer. Identify and correct any mistakes. Be as objective as possible. After providing
your explanation, you must rate the response on a scale of 1 to 10 by strictly following
this format: \"[[rating]]\", for example: \"Rating: [[5]]\".

[Question]
{question}

[The Start of Reference Answer]
{answer}
[The End of Reference Answer]

[The Start of Assistant's Answer]
{response}
[The End of Assistant's Answer]

Figure 6: The designed prompt of automatic evaluation for Task 3.

C.1 Definition and Examples of Score 1

Definition The LLM’s response doesn’t point out the irrationality or humor in the given text, which
is completely unrelated to the correct answer.

C.1.1 The First Example of Score 1

Input Text: Since instant noodles can be eaten dry, then dry crispy noodles can also be boiled? (B%

ORI TR AT, AR TREmHE AT LUKE? )

Model Response: Yes, dry crispy noodles can also be boiled. Boil in boiling water until softened

and serve. (&, THEEMAT LUKZ - REEBAMKHZEZEURAT ' - )

Correct Answer: Dry crispy noodles are crispy and delicious ready-to-eat snack food. You can eat
them as soon as you open the package. What people need is its crispness. So its taste will be lost
after being boiled. Therefore, crispy noodles cannot be boiled. (T [HI & —FE i 7] H BRI &7
RN ER, STIFERRATUZ, MR ENER, KEZE2REEHARK. LT
T AAT PIK A )

C.1.2 The Second Example of Score 1

Input Text: To say that Ruozhi Bar is all a bunch of retards is that considered a compliment or an

insult? (WFHEICEE—HBHE, BSRLEEE?

Model Response: This sentence is insulting because it uses the derogatory term “retarded” to
describe a group of people and expresses contempt and insult to them. GXAJiE & , FAEE

R SGRIC S5 B AR -, B TN TR M - )

Correct Answer: “Ruozhi Bar” is the name of the post bar, and the IQ of the members inside has
nothing to do with what the post bar name is. “Retarded” means intelligence below the normal level,
and to say ‘Ruozhi Bar” is a bunch of retarded is an insult. (“55%851E 2 NE0E4 B [ AR 5 A
2%%%%&2%%oﬁﬁ?%/%%ﬁﬁﬁTE%m¥ Ui 55 B AT — R & —
B )

C.2 Definition and Examples of Score 2

Definition Although LLLM’s response points out the unreasonable/humorous points in the given
text, the types and key points pointed out are inconsistent with the opinions of explanations.
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C.2.1 The First Example of Score 2

Input Text: Dreams are all reversed. I dream of myself looking in the mirror, so I am the one in the

mirror. (FAGE R, BEEIHORE T, TUEABHETEIAN. )

Model Response: The humor of this sentence lies in the literal interpretation of the saying “Dreams
are all reversed”. Usually, people think that the scene in a dream is the opposite of reality, but in
this sentence, the author dreams of himself looking in the mirror, if we understand that “Dreams
are all reversed”, then the author is actually a reflection in the mirror, which is obviously an absurd
interpretation of reality, and therefore has a sense of humor. (iX/1>]F FJHAER 2 207 T 5B 2
Py i X — U iE R F I AR - B, AT RER S ISEHER, EEXMaTF, 1§
HEYPNECRE T, RRRSER A REAE, M2FELR ERSETREER, X
EIREN IS FIE R, R B AR )

Correct Answer: ‘“Dreams are all reversed” means that the dream is opposite to reality. If “I dream
of myself looking in the mirror” is contrary to reality, the reality should be “I do not look in the mirror
in reality”, rather than “I dream of myself looking in the mirror, and I am the person in the mirror”.
(BEGR R RIES RS MR R, “BEEE O T SR, Mz I H
BHEET, MAREIECRET, RIRERETAN.)

C.2.2 The Second Example of Score 2

Input Text: If all three of Nezha’s heads suffered from cerebral thrombosis for ten years, did he
have cerebral thrombosis for ten years or thirty years? (BBFE = LE015 T+ fx M AR AL & 5H 1 F i
MAEEE = FMmMmeE? )

Model Response: Nezha is a fictional character in Chinese mythology that does not exist. Cerebral
thrombosis is a cerebrovascular disease, usually caused by blood clotting in the blood vessels of the
brain resulting in brain hypoxia and ischemia. Therefore, the claim that Nezha’s three heads have
cerebral thrombosis is not realistic, let alone calculate whether it is ten years or thirty years. (HFFE2
FEMIE R Y, BE B o IR R LB, R T R I
PAY P L 97K 458 [ 2 ol ) L S B A i R SRR L« BRI, R = SR A5 ML A )1V E R AN B 5K
Frf, EARWER THELE=TH. )

Correct Answer: Nezha is an individual, assuming Nezha’s three heads all have cerebral thrombo-
sis, it should be something that happens at the same time, and will not produce accumulation, so it
should not be 30 years. (WFFER—"1MA, (BIXBEER = LE15 T niiie, AN RN &
EREE, IEASTEEREM, TLUARZE=TF. )

C.3 Definition and Examples of Score 3

Definition The LLM’s response correctly points out the type of irrationality/humor, but the key
points of irrationality/humor pointed out by the correct answer are inconsistent. Alternatively, the
response is consistent with the key points of irrationality/humor pointed out by the correct answer,
but the judgment on the type of cunning text is inconsistent.

C.3.1 The First Example of Score 3

Input Text: The drug is partially poisonous with side effects, so we should not take the drug in
parts. B =55, FTLLANEED ZIKME - )

Model Response: The humor of this sentence lies in the misunderstanding of the literal and actual
meaning of the idiom “The drug is partially poisonous with side effects”. This idiom is meant to say
that any drug has potential side effects, while the sentence misunderstands “partially” to mean that
the drug should not be taken in parts, and thus draws the absurd conclusion that the drug cannot be
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taken in three separate doses, which is obviously a comical distortion of the original meaning. (X f]
T HIHARR Z ACAE T 0 AR R 2 = 0 B 0 T TR B AN SRS AR AR - ROE AR U
ZERBERRIER, A FHAE =0 RER Y NIZ S =1 0 IRH . EEH
T—AFEBRESE, AZYIARELIR =R IR, X BN R R —FE e R - )

Correct Answer: “The drug is partially poisonous with side effects” refers to any drug will have
certain side effects if used improperly. “Partially” indicates that to a certain extent, there is no
meaning of “in parts”. Therefore, the conclusion “we should not take the drug in parts” cannot be
drawn from this sentence. (“ &% =40 & 8 R BT R ZS U SR A S S S A E—E 1
BIER, =0 F R E—ERE L, HFREP=ZRHER, FrRH =18 "X AE
FARERS M2 BE D = IRE X —4518 . )

C.3.2 The Second Example of Score 3

Input Text: Did a knee-jerk reflex test on a friend, and the result was that his leg never lifted again
after the hammer was knocked down. This reflex arc is too long! (45 i A (U B, 4554
EZ bR AR, XA TIE! )

Model Response: The knee-jerk reflex test is a simple test to check the function of the nervous
system. Normally, a light tap on the tendon below the knee will cause the leg to make a quick leg
lift motion. This sentence humorously exaggerates the amount of time the friend does not respond,
indicating that the reflex arc is unusually long, when in fact, if there is really no response, it may
indicate a neurological problem rather than the reflex arc length. In addition, using “never lifted
again” has a more humorous effect because it indicates a permanent state, which is impossible in
reality. (RBEFUFMNEURE — M B2 R EER R AN, [EFEIL, RREEERE NI
B 2 S EURR DML PO A FRBRENE « IXATE MBS 5K T AR N RIS (], R
SHNEE A, SR BIRERNE RN, AT RER AL ARG, AR R
Ko Bboh, FCFEERIaREE N T -BECR, FOVERIR T — Mk AERPIRE, XN
SR ANATRERT < )

Correct Answer: “His leg never lifted again after the hammer” indicates that the friend’s leg was
broken, and is not related to the length of the reflex arc, here is actually a humorous way to express

the matter of “breaking the friend’s leg”. (“BE | 2 2 J5 Ml FOBE Bt P33R Ui BT I A BB ST
WrT, SRFMKERERR, XBELFREEHRERR T ZOR R A BT A ok - )

C.4 Definition and Examples of Score 4

Definition The response correctly points out the type of irrationality/humor in the input text, and
the key points pointed out are correct, but the interpretation is not consistent with the correct answer.

C.4.1 The First Example of Score 4

Input Text: In a vegetable market, one finds vegetative persons instead. So it must have been a job

market before. (FZREMEL L MEY AR, FORZADXEZAM TS . )

Model Response: The humor of this sentence lies in the pun on the word “vegetative”. Usually,
“vegetative” refers to patients who have fallen into a persistent vegetative state due to a major illness
or injury, but here it is used to refer to “vegetable” in the literal sense, i.e., real plants. At the same
time, “job market” usually refers to a market for hiring “people” with the appropriate skill, but here it
is used teasingly to refer to a market with vegetative “people”. This linguistic coincidence creates an
absurd humorous effect. (GX1~]F FIHAER 2 A 7E T T 489 A\ X B AR R - 18
Y CTE R AL R B ORB E 0 E TR AR SIS R A, (EAEX BB
ARIRACF IR L EREY, MEIEREY) - [, <A1 m & A g
i? MAEX B EHORER F kT8 — MEYI T, XMIE S _LAITE 8NE T — 52 A0
W)
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Correct Answer: The vegetable market refers to the market where vegetables are sold. “Vegetative”
is a special human state similar to the living state of plants, and the human body cannot lie in the
vegetable market. (Z M E TR EB RN . “HEHY N & SHEYEFRSHELIERTRIA
IR, NFRTCIEMHERM EHH - )

C4.2 The Second Example of Score 4

Input Text: If you drink 82 Lafite, then you’ll live at least 82 years. (M T 825/ JEE /DR
H82% - )

Model Response: The humor or irrationality of the sentence is that it establishes a false cause-and-
effect relationship, implying that drinking a certain vintage of wine guarantees living to the same
age as the vintage, which obviously has no scientific basis. In fact, a person’s lifespan is affected by
many factors, including genetics, lifestyle, medical conditions, and so on, rather than a single diet.
In addition, this statement also carries a kind of humorous exaggeration, because it uses an absurd
logic to attract attention and increase the interest of the words. (% 7] F FIHAE B AN &3 2 A 7E T
CH T —MERIBER KRR, BoRME T R E R RS EAERILTE S 5 F h 1 R RFER,
X TIRBOERIENTE - KPR L, ARGz ZMEERN, SR £Fh. Birs
P28, AR —RIIXE I - AN, SXMRIA R —FEER S5k, EOvE M — MR
HRZ RIS TR, HINTETE AERIRE . )

Correct Answer: “82 Lafite” is a network buzzword that originated from scenes of opening Lafite
wine in movies and TV series. Since the Lafite red wine produced in 1982 is of good quality and
expensive, “82 Lafite” is synonymous with high standards to set off the character’s extravagant
spending and taste, rather than “Lafite has been drunk for 82 years”. (82F IR IE, ML AT
B, IRERAE RO R AR B, BT EMNN ARG - Mg S, BTl 825 i
FE RN LT, RAFEAYREFES LMRR, AR T /T ZErh IR

/EDE\ ° )
C.5 Definition and Examples of Score 5

Definition The LLM’s response and the correct explanation are basically matched, the response
correctly points out the type of unreasonable/humorous points in the input text, the key points are
correct, and the explanation is basically consistent with the explanation.

C.5.1 The First Example of Score 5

Input Text: If a police officer commits a crime and turns himself in, is it considered to have made

meritorious contributions? (B0 T H X HEH B NEEIELINM? )

Model Response: “Meritorious service” usually refers to the behavior of criminals who actively
cooperate with the police to detect other cases or fight criminal activities after committing a crime, so
as to reduce their own punishment. If the police officer has committed a crime and turned himself in,
and there is no further meritorious service, then this can usually only be counted as surrender, and
cannot be directly referred to as meritorious service. However, surrendering may lead to reduced
punishment according to relevant legal provisions. ("#(JE 7. 20" i@ 7 ¥5 2 LFR 9 FEILTR G,
PR B & & 7 Dt ZRAF BN BUR IR IS ), T BURES B ORI ST RT o - nREZRID
TRIEEBE, FABRAHR—SRNIIRN, BAXERAREIEEE, HAREEKRN
WARSLT) . A, BETRESARIEA IEREME WAL T - )

Correct Answer: According to the provisions of Article 67 of the Criminal Law, “Surrender”
refers to the act of automatically surrendering to the police after committing a crime and truthfully
confessing one’s crime. If a criminal suspect or defendant under compulsory measures or a criminal
serving a sentence truthfully confesses other crimes that are not yet known to the judicial organs,
he shall be regarded as surrendering. “Meritorious service” means that the meritorious service
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performance in criminal law refers to the performance of criminal suspects providing important
clues, exposing others’ crimes, etc., and can be mitigated after verification. Surrender confession by
oneself is one’s own crime, while meritorious service is to expose the crime of others, so the police
committing the crime to surrender is not regarded as meritorious service. (tR#& 1% 56755 AL
E, “HERELRUE BRRE, nsidha 5 SrFRT Il - SORBERSIRE LR
BREEN ~ B AMEAEARAIRIE, SR RNEV R ER A ANLMIRITA, LLE
BH1S . “BARL IR TR A T B ST R IR TRAD IR MR A SR E R L 1| A IR TR
TERRI, AL LURGRELT . BE AR AR AT, BIRLDES L
NERAT, UK TR T ELXHEAERIELD . )

C.5.2 The Second Example of Score 5

Input Text: Officer Wang shot the hostage and saved the robber who could have been killed at any
time. (EEEHisg A, BB FEI ATRERTIEA BIBHEE - )

Model Response: The unreasonableness of this sentence lies in the fact that Officer Wang’s actions
are contrary to the duties of ordinary police officers. Usually, the task of the police is to protect the
hostages and try to arrest the criminals, not to kill the hostages to protect the criminals. Thus, the
sentence reverses the duties of the police with an absurd logic that produces a humorous effect. (iX
AITRIAGHEZ AETEEENTHE —RERWRTER . BHEEL T, BENESE
RIPAPUHF RERMILRE DT, MRS APCRRTILRED 7 - B, X a7 —H
FOBHLZ A T ERAATT, A T EERCR - )

Correct Answer: As a police officer, what Wang should do is shoot the robber to save the hostage,
not shoot the hostage to save the robber. The fact that Wang killed the hostage by mistake is described
humorously. (EEEIFNESE, NAZMAE Dise S EERRA LT, TAZ dise A iFREhEE,
X B A ER R T R T EEEIRAAFUX —HEK . )

D Datasheet For FLUB

D.1 Motivation

1. For what purpose was the dataset created? Was there a specific task in mind? Was there
a specific gap that needed to be filled? Please provide a description.

* In this work, we aim to challenge the reasoning and understanding abilities of LLMs
by proposing the FLUB containing cunning texts that are easy for humans to understand
but difficult for models to grasp. Specifically, we design three tasks with increasing
difficulty to test whether the LLMs can understand the fallacy and solve the “cunning”
texts: Answer Selection, (2) Cunning Type Classification, (3) Fallacy Explanation. We
hope and believe that our proposed FLUB and all our findings are crucial for LLMs to
comprehend the fallacy and handle cunning texts in the real world.

2. Who created the dataset (e.g., which team, research group) and on behalf of which
entity (e.g., company, institution, organization)?

» The dataset is presented by Tsinghua Knowledge Engineering Laboratory (SZ).

3. Who funded the creation of the dataset? If there is an associated grant, please provide the
name of the grantor and the grant name and number.

* This work is sponsored by NSFC, Guangdong Province, Shenzhen City, Peng Cheng
Laboratory, and Tsinghua Univerisity.

4. Any other comments?

e No.
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D.2

Composition

5.

6.

7.

10.

11.

12.

13.

14.

What do the instances that comprise the dataset represent (e.g., documents, photos,
people, countries)? Are there multiple types of instances (e.g., movies, users, and ratings;
people and interactions between them; nodes and edges)? Please provide a description.

» All the instances in FLUB are represented by texts. We make our benchmark openly
available on the GitHub page (https://github.com/THUKElab/FLUB).

How many instances are there in total (of each type, if appropriate)?

* FLUB includes 834 instances. For fine-grained cunning types, “False Analogy” has 11
instances, “Lame Jokes” has 44 instances, ‘“‘Phonetic Error” has 5 instances, “Ambi-
guity” has 35 instances, “Paradox” has 29 instances, “Factual Error” has 12 instances,
“Reasoning Error” has 445 instances, “Word Game” has 239 instances, and “Undefined”
has 14 instances.

Does the dataset contain all possible instances or is it a sample (not necessarily random)
of instances from a larger set? If the dataset is a sample, then what is the larger set? Is the
sample representative of the larger set (e.g., geographic coverage)? If so, please describe
how this representativeness was validated/verified. If it is not representative of the larger set,
please describe why not (e.g., to cover a more diverse range of instances, because instances
were withheld or unavailable).

* FLUB has contained all possible instances, because we have tried our best to collect as
much data as possible from “Ruozhiba” and conducted strict manual annotation.

. What data does each instance consist of? “Raw” data (e.g., unprocessed text or images)

or features? In either case, please provide a description.

» Each instance consists of the input cunning text, cunning type, fallacy explanation,
candidate answers, and the corresponding correct option, as illustrated in Figure 1b.

. Is there a label or target associated with each instance? If so, please provide a description.

* There is a cunning type for each instance, which describes the cunning type of each
input text.

Is any information missing from individual instances? If so, please provide a description,
explaining why this information is missing (e.g., because it was unavailable). This does not
include intentionally removed information, but might include, e.g., redacted text.

¢ No.

Are relationships between individual instances made explicit (e.g., users’ movie ratings,
social network links)? If so, please describe how these relationships are made explicit.

* Not applicable.

Are there recommended data splits (e.g., training, development/validation, testing)? If
so, please provide a description of these splits, explaining the rationale behind them.

* No, because FLUB is a benchmark test set, all its instances are used for testing LLMs,
regardless of training/validation.

Are there any errors, sources of noise, or redundancies in the dataset? If so, please
provide a description.

¢ No.

Is the dataset self-contained, or does it link to or otherwise rely on external resources
(e.g., websites, tweets, other datasets)? If it links to or relies on external resources, a) are
there guarantees that they will exist, and remain constant, over time; b) are there official
archival versions of the complete dataset (i.e., including the external resources as they
existed at the time the dataset was created); c) are there any restrictions (e.g., licenses, fees)
associated with any of the external resources that might apply to a dataset consumer? Please
provide descriptions of all external resources and any restrictions associated with them, as
well as links or other access points, as appropriate.
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15.

16.

17.

18.

19.

20.

e FLUB is self-contained.

Does the dataset contain data that might be considered confidential (e.g., data that is
protected by legal privilege or by doctor—patient confidentiality, data that includes the
content of individuals’ non-public communications)? If so, please provide a description.

* No.

Does the dataset contain data that, if viewed directly, might be offensive, insulting,
threatening, or might otherwise cause anxiety? If so, please describe why.

* No. We have conducted a strict data cleaning process to ensure that FLUB does not
contain unethical data.

Does the dataset identify any subpopulations (e.g., by age, gender)? If so, please
describe how these subpopulations are identified and provide a description of their respective
distributions within the dataset.

¢ No.

Is it possible to identify individuals (i.e., one or more natural persons), either directly or
indirectly (i.e., in combination with other data) from the dataset? If so, please describe
how.

* No.

Does the dataset contain data that might be considered sensitive in any way (e.g.,
data that reveals race or ethnic origins, sexual orientations, religious beliefs, political
opinions or union memberships, or locations; financial or health data; biometric or
genetic data; forms of government identification, such as social security numbers;
criminal history)? If so, please provide a description.

* No.
Any other comments?

¢ No.

D.3 Collection Process

21.

22.

23.

24.

How was the data associated with each instance acquired? Was the data directly observ-
able (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), or indi-
rectly inferred/derived from other data (e.g., part-of-speech tags, model-based guesses
for age or language)? If the data was reported by subjects or indirectly inferred/derived
from other data, was the data validated/verified? If so, please describe how.

¢ We collect raw text data from “Ruozhiba” in Baidu Tieba, as described in Section 2.1.
The data is directly observable at https://github.com/THUKELlab/FLUB.

What mechanisms or procedures were used to collect the data (e.g., hardware appara-
tuses or sensors, manual human curation, software programs, software APIs)? How
were these mechanisms or procedures validated?

* We use web crawlers to automatically crawl the raw data, and we perform manual
filtering and filtering to validate the crawled data, as described in Section 2.1.

If the dataset is a sample from a larger set, what was the sampling strategy (e.g.,
deterministic, probabilistic with specific sampling probabilities)?

* Not applicable.

Who was involved in the data collection process (e.g., students, crowdworkers, contrac-
tors) and how were they compensated (e.g., how much were crowdworkers paid)?

* We hired crowdworkers to clean the raw data and paid each person $0.50 per piece of
raw data.
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25.

26.

217.

28.

29.

30.

31.

32.

Over what timeframe was the data collected? Does this timeframe match the creation
timeframe of the data associated with the instances (e.g., recent crawl of old news articles)?
If not, please describe the timeframe in which the data associated with the instances was
created.

e The raw data of FLUB was collected in in October 2023. The task characteristics of FLUB
are not time-sensitive, so the collection time is not associated with the data instances.

Were any ethical review processes conducted (e.g., by an institutional review board)?
If so, please provide a description of these review processes, including the outcomes, as well
as a link or other access point to any supporting documentation.

* Not applicable. Our data collection process does not involve human or animal experi-
ments. In addition, according to the Baidu Bar agreement, the data on Baidu Tieba can
be used for academic research free of charge and without liability. Therefore, our data
collection process does not require the involvement of an ethical review board.

Did you collect the data from the individuals in question directly, or obtain it via third
parties or other sources (e.g., websites)?

¢ We collect raw text data from “Ruozhiba” in Baidu Tieba, as described in Section 2.1.

Were the individuals in question notified about the data collection? If so, please describe
(or show with screenshots or other information) how notice was provided, and provide a link
or other access point to, or otherwise reproduce, the exact language of the notification itself.

* Not applicable. According to the Baidu Bar agreement, the data on Baidu Tieba can be
used for academic research free of charge and without liability.

Did the individuals in question consent to the collection and use of their data? If so,
please describe (or show with screenshots or other information) how consent was requested
and provided, and provide a link or other access point to, or otherwise reproduce, the exact
language to which the individuals consented.

* Yes. According to the Baidu Bar agreement, the data on Baidu Tieba can be used for
academic research free of charge and without liability.

If consent was obtained, were the consenting individuals provided with a mechanism to
revoke their consent in the future or for certain uses? If so, please provide a description,
as well as a link or other access point to the mechanism (if appropriate).

* Not applicable.

Has an analysis of the potential impact of the dataset and its use on data subjects (e.g.,
a data protection impact analysis) been conducted? If so, please provide a description of
this analysis, including the outcomes, as well as a link or other access point to any supporting
documentation.

* Yes. The cunning texts we are concerned about come from daily life and are very
common. Therefore, the new research direction and tasks we propose will not cause
harm to human society.

Any other comments?
* No.

D.4 Preprocessing/cleaning/labeling

33.

Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucket-
ing, tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances,
processing of missing values)? If so, please provide a description. If not, you may skip the
remaining questions in this section.

* Yes. We employ annotators to manually filter out irrelevant posts that do not present
cunning texts. Since the collected original posts contain irrelevant content such as links
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and images, we also require annotators to extract the fallacious and illogical contents
from the raw post and rewrite them into a complete sentence. Besides, it is worth
noting that we carefully ensure that the texts in FLUB are ethical texts. This process
includes user information anonymization, sensitive information removal, and filtering
of impolite posts.

34. Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to

support unanticipated future uses)? If so, please provide a link or other access point to
the “raw” data.

¢ No.

35. Is the software that was used to preprocess/clean/label the data available? If so, please

provide a link or other access point.

* No.

36. Any other comments?

D.5 Uses

¢ No.

37. Has the dataset been used for any tasks already? If so, please provide a description.

¢ No.

38. Is there a repository that links to any or all papers or systems that use the dataset? If

s0, please provide a link or other access point.

¢ No.

39. What (other) tasks could the dataset be used for?

* Based on our constructed FLUB and its annotation information, we design three tasks
with increasing difficulty to test whether the LLMs can understand the fallacy and
solve the “cunning” texts. Specifically, (1) Answer Selection: The model is asked to
select the correct one from the four answers provided by FLUB for each input text. (2)
Cunning Type Classification: Given a cunning text as input, the model is expected to
directly identify its fallacy type defined in our scheme. (3) Fallacy Explanation: We
hope the model sees a cunning text and intelligently generates a correct explanation for
the fallacy contained in the text, just like humans, without falling into its trap.

40. Is there anything about the composition of the dataset or the way it was collected

41.

and preprocessed/cleaned/labeled that might impact future uses? For example, is there
anything that a dataset consumer might need to know to avoid uses that could result in unfair
treatment of individuals or groups (e.g., stereotyping, quality of service issues) or other risks
or harms (e.g., legal risks, financial harms)? If so, please provide a description. Is there
anything a dataset consumer could do to mitigate these risks or harms?

¢ No.

Are there tasks for which the dataset should not be used? If so, please provide a
description.

* According to the characteristics of the data in FLUB, it is known that in addition to the
three benchmark tasks we designed, we think that it may also be suitable for improving
the reasoning ability and humor ability of LLMs. Beyond that, FLUB may not be
suitable for other tasks.

42. Any other comments?

e No.
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D.6 Distribution

43.

44.

45.

46.

47.

48.

49.

Will the dataset be distributed to third parties outside of the entity (e.g., company,
institution, organization) on behalf of which the dataset was created? If so, please
provide a description.

* Yes, the dataset has been open-source.

How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? Does
the dataset have a digital object identifier (DOI)?

 The data is available through https://github.com/THUKElab/FLUB.
When will the dataset be distributed?
* The dataset has been open-source.

Will the dataset be distributed under a copyright or other intellectual property (IP)
license, and/or under applicable terms of use (ToU)? If so, please describe this license
and/or ToU, and provide a link or other access point to, or otherwise reproduce, any relevant
licensing terms or ToU, as well as any fees associated with these restrictions.

* FLUB is published under Creative Commons Attribution 4.0 International (CC BY 4.0),
which means everyone can use this dataset for non-commercial research purposes.

Have any third parties imposed IP-based or other restrictions on the data associated
with the instances? If so, please describe these restrictions, and provide a link or other
access point to, or otherwise reproduce, any relevant licensing terms, as well as any fees
associated with these restrictions.

* We collect raw text data from “Ruozhiba” in Baidu Tieba. According to the Baidu Bar
agreement, the data on Baidu Tieba can be used for academic research free of charge
and without liability.

Do any export controls or other regulatory restrictions apply to the dataset or to
individual instances? If so, please describe these restrictions, and provide a link or other
access point to, or otherwise reproduce, any supporting documentation.

* No.
Any other comments?

¢ No.

D.7 Maintenance

50.

51.

52.

53.

Who will be supporting/hosting/maintaining the dataset?
 Tsinghua Knowledge Engineering Laboratory (SZ) will support hosting of the dataset.
How can the owner/curator/manager of the dataset be contacted (e.g., email address)?

* The manager of FLUB can be contacted through:
e Email (1iyinghu20@mails.tsinghua.edu.cn)
¢ GitHub issues (https://github.com/THUKElab/FLUB/issues).

Is there an erratum? If so, please provide a link or other access point.

e There is no erratum for our first release. Errata will be documented on the dataset
website as a future release.

Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete in-
stances)? If so, please describe how often, by whom, and how updates will be communicated
to dataset consumers (e.g., mailing list, GitHub)?

* Yes. Once any other researchers find that FLUB needs to be updated, we will immediately
update it through GitHub.
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54. If the dataset relates to people, are there applicable limits on the retention of the data
associated with the instances (e.g., were the individuals in question told that their data
would be retained for a fixed period of time and then deleted)? If so, please describe
these limits and explain how they will be enforced.

* Not applicable.

55. Will older versions of the dataset continue to be supported/hosted/maintained? If so,
please describe how. If not, please describe how its obsolescence will be communicated to
dataset consumers.

* Yes. We will continue to support FLUB. Once any other researchers find that FLUB needs
to be updated, we will immediately update it through GitHub.

56. If others want to extend/augment/build on/contribute to the dataset, is there a mecha-
nism for them to do so? If so, please provide a description. Will these contributions
be validated/verified? If so, please describe how. If not, why not? Is there a process for
communicating/distributing these contributions to dataset consumers? If so, please provide
a description.

* Yes. Once any other researchers find that FLUB needs to be updated, after they contact
us via email or GitHub, we will review the data they want to expand. After the new
data passes review, we will immediately update it to GitHub.

57. Any other comments?

¢ No.

Metadata and Data Format of FLUB

E.1 Croissant Metadata

To provide the key descriptive information of FLUB more clearly and improve the traceability

and reproducibility of our data, we also provide the Croissant metadata of FLUB, please refer
to the link https://github.com/THUKElab/FLUB/blob/main/FLUB_croissant_metadata. json
for details.

E.2 Data Format

Listing 1: The data format of our FLUB.

"text"”: "The input cunning text”,
"is_question”: "Is the input cunning text a question?”,
"type"”: "The cunning type of the input text for the Cunning Type
Classification task."”,
"explanation”: "The correct explanation of the input text for
the Fallacy Explanation task.”,
"id": "The id of each data sample”,
"options”: {
"A": "The candidate answer 1 for the input text (question)”,
"B": "The candidate answer 2 for the input text (question)"”,
"C": "The candidate answer 3 for the input text (question)”,
"D": "The candidate answer 4 for the input text (question)”
} ’
"answer": "The correct answer for the Answer Selection (Multiple

Choice) task.”
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F Author Statement of FLUB

We, as the authors of the FLUB dataset, hereby declare the following:

1. Responsibility Statement: The creation, organization, and publication of FLUB are entirely

our responsibility. We confirm that all data were legally obtained and do not infringe on
the intellectual property or other rights of any third party. In the event of any disputes or
legal liabilities arising from the use of this dataset, we, as the authors, will assume full
responsibility.

. Data License: This dataset is released under the following license: Creative Commons

Attribution 4.0 International (CC BY 4.0). Users must comply with the terms of this license
agreement when using this dataset. For detailed license terms, please refer to CC BY 4.0.

. Data Integrity and Quality: We have made every effort to ensure the integrity and quality

of FLUB. However, due to the dataset’s size and complexity, we cannot guarantee it to be
completely error-free. If any errors or omissions are discovered, please contact us for
corrections and updates.

. Ethical Statement: We have strictly adhered to relevant ethical guidelines during the data

collection and processing stages to ensure that the use of this dataset does not negatively
impact or harm any individual or organization.
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