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ABSTRACT

Text-to-image (T2I) diffusion models have drawn attention for their ability to gen-
erate high-quality images with precise text alignment. However, these models can
also be misused to produce inappropriate content. Existing safety measures, which
typically rely on text classifiers or ControlNet-like approaches, are often insuffi-
cient. Traditional text classifiers rely on large-scale labeled datasets and can be
easily bypassed by rephrasing. As diffusion models continue to scale, fine-tuning
these safeguards becomes increasingly challenging and lacks flexibility. Recent
red-teaming attack researches further underscore the need for a new paradigm
to prevent the generation of inappropriate content. In this paper, we introduce
SteerDiff, a lightweight adaptor module designed to act as an intermediary be-
tween user input and the diffusion model, ensuring that generated images adhere
to ethical and safety standards with little to no impact on usability. SteerDiff iden-
tifies and manipulates inappropriate concepts within the text embedding space
to guide the model away from harmful outputs. We conduct extensive experi-
ments across various concept unlearning tasks to evaluate the effectiveness of our
approach. Furthermore, we benchmark SteerDiff against multiple red-teaming
strategies to assess its robustness. Finally, we explore the potential of SteerDiff
for concept forgetting tasks, demonstrating its versatility in text-conditioned im-
age generation.
Warning: This paper contains potentially offensive text and images.

1 INTRODUCTION

Text-to-image (T2I) diffusion models have attracted attention for their out-of-the-box functionality
and the superior quality of their generated images. Using models like Stable Diffusion (Rombach
et al., 2022; 2021) or DALL-E (Ramesh et al., 2022), users can use simple natural language de-
scriptions as input to generate high-quality images with precise text alignment. This capability is
largely contributed by pre-trained language models (Hammoud et al., 2024; Jin et al., 2020; Doso-
vitskiy, 2020) that learn and reflect the underlying syntax and semantics, as well as by extensive
multimodal training datasets that encompass a wide range of text-to-image aligned content. How-
ever, these training methods also introduce risks of generating inappropriate images to the models.
Thus, preventing the generation of inappropriate images is both critical and urgent.

To this end, existing T2I diffusion models have integrated several safety strategies to prevent in-
appropriate content generation. Stable diffusion incorporates a Not Safe For Work (NSFW) post-
generation filter and ad-hoc filter during training to avoid generating unsafe images (Schuhmann
et al., 2022; Schramowski et al., 2023; Rando et al., 2022). However, existing text-based attacks (Li
et al., 2018; Jin et al., 2020; Garg & Ramakrishnan, 2020; Maus et al., 2023) can mislead the classi-
fication mechanisms in the filter by rephrasing “A photo of a billboard showing a naked man.” into
“A photo of a billboard showing an LGBT man in an explicit position”. Additionally, users report
that removing explicit images and other subjects from training data may have had a negative impact
on the output quality, thus harming the utility of the models (Rombach et al., 2022).

The prevention of inappropriate content generation in AI models has primarily been approached
through concept removal, which aims to control the generation process itself. Two primary strate-
gies have been explored: (1) using ControlNet-like (Zhang et al., 2023a) structures to guide the
diffusion process (Schramowski et al., 2023; Rando et al., 2022), and (2) identifying and pruning
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weights within the diffusion model (Gandikota et al., 2023). However, these methods face signifi-
cant challenges as generative models grow in scale and complexity. The increasing size of models
makes these approaches computationally expensive and impractical (Ramesh et al., 2022; Rombach
et al., 2022; Saharia et al., 2022). Additionally, simply guiding the generative process introduces
vulnerabilities, leaving models open to jailbreaking attempts (Zhang et al., 2023b; Qu et al., 2023).
These limitations highlight the need for more efficient and robust solutions.

Although the aforementioned safety mechanisms have shown effectiveness according to their re-
spective evaluation schemes, recent red-teaming studies demonstrate their potential flaws (Zhang
et al., 2023b; Qu et al., 2023). Chin et al. (2023) shows that approximately half of the prompts,
which were originally mitigated by existing safety mechanisms, can be manipulated by their Prompt-
ing4Debugging (P4D) to become problematic. Similarly, Unsafe Diffusion (Qu et al., 2023)
found that 14.56% of generated images across four state-of-the-art T2I models and their four
prompt datasets were unsafe, underscoring the vulnerability of these models to generating harm-
ful content. Moreover, black-box jail-breaking approaches Jailbreak Prompt Attack (JPA) and
SneakyPrompt (Ma et al., 2024; Yang et al., 2024) successfully attack both online services and
offline T2I models with the current safety mechanisms.

In this work, we propose SteerDiff, a two-stage lightweight adaptor model for text-conditioned dif-
fusion models that focuses on guiding text prompt embeddings rather than controlling the generative
process. Our method constructs a semantic boundary that maximally distinguishes between safe and
unsafe content. We then project potentially unsafe embeddings toward the safe region while pre-
serving the original semantics and maintaining the diffusion model’s generative capabilities. This
approach offers three key advantages: efficiency, effectiveness, and versatility. By operating at the
prompt embedding level, our method eliminates the need for computationally intensive model re-
training while preserving the original semantics. Moreover, by preventing unsafe content at the
earliest stage of generation, we can block the formation of unsafe latent representations more di-
rectly and reliably. Lastly, our lightweight approach can be easily trained and applied to various
concept removal tasks.

We benchmark our prototype SteerDiff against state-of-the-art concept removal techniques, in-
cluding Erased Stable Diffusion (ESD) (Gandikota et al., 2023) and Safe Latent Diffusion
(SLD) (Schramowski et al., 2023; Rando et al., 2022), for removing inappropriate content. Ex-
perimental results demonstrate that SteerDiff significantly reduces inappropriate content generation
while preserving image quality and semantic fidelity. Furthermore, we evaluate its robustness by de-
fending against red-teaming methods such as P4D and SneakyPrompt, demonstrating the effective-
ness of our approach in mitigating various forms of adversarial attacks on text-to-image generation
systems.

2 RELATED WORK

2.1 TEXT-TO-IMAGE DIFFUSION MODELS

Diffusion models (Sohl-Dickstein et al., 2015; Ho et al., 2020; Rombach et al., 2022) are a type of
probabilistic generative model that learns a data distribution by gradually transforming a simple dis-
tribution into a complex target distribution. Denoising Diffusion Probabilistic Models (DDPMs) (Ho
et al., 2020) model the data generation process as a sequence of denoising steps. Given an image,
DDPMs progressively add noise sampled from Gaussian distribution to generate an intermediate
noisy image xt at each time step t called forward diffusion steps. The noisy image xt can be ex-
pressed in closed form as a function of the original image x0, the time step t, and noise ϵ sampled
from a Gaussian distribution N (0, I). The model is then trained using the reverse process, where
the objective is to learn a model parameterized by θ that predicts ϵ. This objective is defined as:

L = Et,x0,ϵ

[
∥ϵ− ϵθ(xt, t)∥22

]
.

2.2 TOWARDS SAFE IMAGE GENERATION

Current approaches to prevent undesirable images from generation generally follow two main strate-
gies. The first involves removing undesired images from the training set, such as excluding all hu-
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man figures (Nichol et al., 2021) or selectively omitting specific undesirable image categories in the
dataset (Schuhmann et al., 2022; DAL, 2022; Rombach & Esser, 2022). However, this approach is
costly as it necessitates retraining the model, and removing certain data classes often degrades the
overall quality of the generated images (O’Connor, 2022). The second strategy is post-hoc, includes
using blacklists for blocking unsafe concepts (DAL, 2022; mid, 2024; Leo, 2023; Markov et al.,
2023), editing images after generation, or fine-tuning diffusion models to guide the inference pro-
cess (Schramowski et al., 2023). Although blacklists are straightforward to implement, they can be
easily bypassed. Image editing and diffusion process manipulation methods are effective but still re-
quire image synthesis, adding computational overhead. Other approaches (Park et al., 2024; Zhang
et al., 2024) use inpainting to mask unsafe content or attempt to unlearn inappropriate concepts either
within the diffusion model (Zheng & Yeh, 2023) or the textual encoder (Poppi et al., 2023). These
methods involve expensive fine-tuning, while SteerDiff offers an intermediary solution that oper-
ates between the input prompt and the diffusion model without additional training. Similarly, Latent
Guard (Liu et al., 2024) identifies inappropriate concepts prior to diffusion by learning a latent space
on top of the T2I model’s text encoder. However, while Latent Guard is capable of detecting inap-
propriate concepts, it lacks the ability to remove them. In this work, we compare the naive blacklist
method commonly used in commercial platforms, Erased Stable Diffusion (Gandikota et al., 2023),
the state-of-the-art model-editing approach, and Safe Latent Diffusion (Schramowski et al., 2023),
a guidance-based model. Our focus is to introduce a new approach that identifies and manipulates
inappropriate concepts in the text embedding space to ensure safer image generation.

3 METHODOLOGY

Determining what constitutes inappropriate imagery is highly subjective and varies based on context,
setting, cultural and social predispositions, and individual factors. Additionally, Qu et al. (2023)
observes that unsafe content can be shared through memes. In the context of T2I models, these
new concepts are embedded within the words of a prompt. Consequently, adding new concepts
to block T2I generation without retraining the diffusion model is impractical. To overcome these
limitations, we formalize the problem by identifying unsafe concepts in text embedding space and
then projecting potentially unsafe embeddings toward safe regions. This projection preserves the
original semantics while maintaining the diffusion model’s generative capabilities. Our approach
allows us to define blacklisted concepts at test time, enabling greater flexibility.

Figure 1: Overview of data collection and training process for SteerDiff: We begin by defining a
set of unsafe concepts, Cunsafe (yellow block). Next, we use a LLM to generate related unsafe (red
block on the left) and safe (green block on the left) phrases based on each concept c ∈ Cunsafe. These
phrases are then encoded using a pre-trained text encoder to extract embedding features, which are
used to train both the identifier and steering model.

In subsection 3.1, we find a set of inappropriate concepts based on established work (Schramowski
et al., 2023) and describe the process of collecting and generating training data using a large lan-
guage model as illustrated in Figure 1. As shown in the overview in Figure 2a, we next explain
how inappropriate concepts are identified within text embeddings (subsection 3.2), followed by our
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steering approach to mitigate the generation of inappropriate content (subsection 3.3). Finally, we
outline how the framework operates during inference to identify and steer text prompts associated
with unsafe concepts (subsection 3.4).

3.1 TRAINING DATA COLLECTION

Directly classifying safe/unsafe prompts requires large-scale annotated datasets (Markov et al.,
2023). Following Safe Latent Diffusion, we base our definition of inappropriate content on the
work of Gebru et al.: “[data that] if viewed directly, might be offensive, insulting, threatening, or
might otherwise cause anxiety” (Gebru et al., 2021; Schramowski et al., 2023). Specifically, we
consider an image as inappropriate if it contains any concept c ∈ Cunsafe, where

Cunsafe ={hate, harassment, violence, self-harm, sexual content,
shocking images, illegal activity}. (1)

It is important to note that the definition of inappropriateness is not restricted to these seven cate-
gories, as the boundaries of appropriateness vary across cultures and evolve over time. In this study,
however, we limit our scope to images that display clear and tangible acts of inappropriate behavior.
Although we limit our scope to the current Cunsafe, our framework can be extended beyond these
categories, as discussed in section 5.

3.1.1 IDENTIFIER DATASET

As mentioned previously, we aim to detect inappropriate concepts in prompts to avoid inappropri-
ate content generation. The first step in our pipeline is to construct the dataset with unsafe terms
capturing the concepts from Cunsafe. To achieve this, we start by collecting open-sourced blacklisted
phrases. Midjourney (mid, 2024) employs a blacklist of words and phrases that includes phrases
associated with violence, hate speech, explicit sexual content, illegal activities, and other categories
considered inappropriate by the platform. Additionally, Latent Guard (Liu et al., 2024) introduces
the CoPro dataset, which includes safe and unsafe prompts centered around blacklisted concepts.
We build our blacklist based on Midjourney and CoPro dataset.

Although we can collect numerous NSFW terms from open-source datasets, these datasets may be
imbalanced and could lack some categories defined in Cunsafe. For example, the number of shocking
images or illegal activity is lower compared to images in other categories. To tackle this, we leverage
an LLM to generate related terms tc centered around one sampled concept c in the blacklist of Cunsafe
as illustrated in Figure 1, similarly to Hammoud et al. (2024) and Liu et al. (2024). This allows us
to create a set Tunsafe = {tc|c ∈ Cunsafe}. The unsafe terms in Tunsafe simulate typical unsafe terms
that a malicious user may input. In addition to the unsafe terms, we combine randomly selected 500
prompts (Blue block on the left) from the COCO 30k dataset (Lin et al., 2014) and the following
mentioned paired safe phrases dataset (Green block on the left) to serve as our safe prompt dataset.
All phrases within these prompts are considered safe.

3.1.2 STEER MODEL DATASET

In our subsequent steering transformation training procedure, we synthesize additional safe terms to
steer unsafe embeddings toward safe ones. The core idea is to associate each unsafe term tc ∈ Tunsafe
with a corresponding safe term tc

′ of similar meanings, allowing us to convert unsafe concepts into
safe alternatives while preserving the original semantic intent of the prompt. For example, consider
the term “killed” in the prompt “A man got killed.” which represents a violent visual scene linked
to the concept of “violence”. We use an LLM to eliminate unsafe concepts in the input term tc.
In this case, a possible safe term tc

′ would be “saved”, transforming the meaning of the prompt to
something like “A man got saved”. By processing all elements in Tunsafe, we generate paired safe
phrases dataset Tsafe, comprising M safe terms tc

′ ∈ Tsafe. For more details of the synthesized
dataset, please refer to subsection A.2.

3.2 INAPPROPRIATE CONCEPTS IDENTIFIER

To ensure the generation of safe and appropriate content, we detect and mitigate undesirable con-
cepts within user prompts before they are processed by the text-to-image diffusion model. The

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

core idea is that the prompt embeddings can be leveraged to represent individual terms or phrases,
enabling precise identification of inappropriate content.

This task can be framed as classifying phrases as either appropriate or inappropriate. We employ
a lightweight multi-layer perceptron model (MLP) to classify the embeddings of individual terms.
Intuitively, we want to identify the phrase that precisely includes the inappropriate concept. For ex-
ample, in the prompt “a man got shot.” only the term “shot” relates to the concept of violence. Ad-
ditionally, the phrase “screw you” is related to the inappropriate concept “hate”, but neither “screw”
nor “you” is related to the concept “hate”. To address such cases, we utilize a sliding window
technique to identify single terms and phrases that may collectively express inappropriate concepts.

As shown in Figure 1, the safe and unsafe phrases are first embedded by a text encoder and then used
to train the identifier. We expect the identifier to detect the unsafe concepts defined in Equation 1.
Let Tunsafe represent the set of unsafe phrases. Specifically, the safe phrases set is composed of two
subsets: Tsafe (synthetic set) and Tsafe′ (collected from open-source resources). The MLP outputs the
probability of a given phrase belonging to unsafe or safe. Denote the input phrase embeddings as
Ei, the MLP output as ŷi, and the true label as yi ∈ {0, 1}, where yi = 1 indicates an unsafe phrase
and yi = 0 indicates a safe phrase. The classification loss L is defined as follows:

L = − 1

N

N∑
i=1

(yi log ŷi + (1− yi) log(1− ŷi)) (2)

where N is the total number of phrases in the training set.

Since embeddings with similar semantics have closer distances in the embedding space (Mikolov
et al., 2013; Radford et al., 2021), we expect the unsafe embeddings to be aggregated. As demon-
strated in Figure 2b, we observe that SteerDiff successfully learns to distinguish between safe and
unsafe phrases, with the two categories being well-separated after applying t-SNE dimensional re-
duction.

(a) A T2I generator without a safety mechanism
(top) can generate inappropriate content. We propose
SteerDiff (bottom), a safety method designed to iden-
tify and steer inappropriate concepts toward producing
safe images.
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(b) SteerDiff learns to differentiate between safe and
unsafe phrases, with the two categories becoming
clearly distinct after applying t-SNE for dimensional-
ity reduction.

Figure 2: Overview of SteerDiff (left). SteerDiff learns to distinguish safe and unsafe phrases (right).

3.3 STEERING TOWARD SAFE CONTENT

To steer the inappropriate prompts toward generating safe images, we propose to learn a linear
transformation to the embedding of identified unsafe prompts. This transformation shifts unsafe
concepts toward safe ones while preserving original semantic meaning. The intuition behind this
approach is that linear transformations of word embeddings can effectively steer the generation
style of language models (Han et al., 2023). Since SteerDiff operates in word embedding space,
applying these transformations enables us to adjust unsafe embeddings and steer the diffusion model
toward producing safe outputs. Specifically, let E denote the embedding of a word, we define the
transformation as follows:

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2025

Esteered = ϵWEunsafe + (1− ϵ)Eunsafe (3)

In this equation, Esteered represents the adjusted embedding after steering, Eunsafe refers to the original
embedding of the unsafe phrases in Tunsafe, ϵ is a steering parameter that controls the intensity of the
transformation, and W is a linear transformation matrix learned during training.

The key concept is to map the embedding of inappropriate content to safe content through a linear
transformation. By applying Equation 3, we shift the embedding within the semantic space, guiding
it toward regions associated with safe imagery. The steering parameter ϵ offers fine-grained control
over the degree of transformation, allowing flexibility in balancing semantic preservation and safety.
To learn the transformation matrix W , we employ a supervised learning method using a paired
dataset of unsafe phrases and their corresponding safe phrases, as described in subsection 3.1. The
training process minimizes the following loss function:

L = |Esafe −W · Eunsafe|2 (4)

where Esafe represents the embedding of the safe phrases in Tsafe.

3.4 INFERENCE

Once SteerDiff is trained, it can be seamlessly integrated into diffusion models without additional
fine-tuning. In practical applications, SteerDiff can effectively detect the presence of blacklisted
concepts and steer inappropriate prompts toward generating safe images.

Figure 3: Illustration of the SteerDiff process: A problematic embedding (red arrow) is steered (blue
arrow) towards a safe embedding (green arrow) to mitigate the generation of inappropriate content.

Consider a T2I model equipped with a text encoder. As illustrated in Figure 3, a user provides
a prompt p, which can be either safe or unsafe. The input prompt is first embedded by a text
encoder. We define a concept blacklist Cunsafe that contains potentially inappropriate concepts. Then
the identifier detects whether prompt p contains any inappropriate concepts c′ ∈ Cunsafe. If such a
concept is detected, a linear transformation is applied to the prompt’s embedding to steer it toward
safer content. Specifically, the transformation described in Equation 3 is applied to the embedding of
p, altering the latent representation to avoid generating inappropriate content. This transformation
adjusts the embedding space without compromising the semantics of the original prompt. Once
the transformation is applied, the modified embedding is passed through the diffusion model to
generate a safe image. The transformed embedding ensures that the resulting image adheres to SFW
guidelines while preserving the user’s original intent.

This approach allows SteerDiff serving as an intermediary between the user’s input and the diffu-
sion model, ensuring that the generated images align with ethical and safety standards. Additionally,
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this steering process is efficient, eliminating the need for model retraining or introducing significant
delays in the image generation pipeline. The transformation can also be dynamically adapted as
blacklists or safety criteria evolve, making the system robust and scalable for real-world applica-
tions.

4 EXPERIMENT

4.1 EXPERIMENTAL SETUP AND METRICS

To evaluate the reduction of inappropriate content, we used Stable Diffusion (SD) v1.4 as the base
model to generate three images for each prompt. We selected a general concept set Cunsafe, applica-
ble across all categories of Inappropriate Image Prompts (I2P) dataset (Schramowski et al., 2023),
as outlined in Equation 1. We evaluated inappropriate image content by combining two classi-
fiers. First, Q16 classifier (Schramowski et al., 2022), which is also used for annotating LAION-5B
dataset (Schuhmann et al., 2022), was utilized to detect a broad range of inappropriate content. Sec-
ond, we applied NudeNet (Praneeth, 2019) to identify sexually explicit content. For nude content,
we classified exposed buttocks, exposed breasts, exposed genitalia, and exposed anus content as
inappropriate, while allowing otherwise provocative images (Schramowski et al., 2023; Wu et al.,
2024; Ma et al., 2024). Unless otherwise specified, an image was classified as inappropriate if at
least one of the classifiers flagged it as containing such content.

For the following RQ1, we evaluated SteerDiff on the I2P dataset and compared the probability of
generating inappropriate images with state-of-the-art defense model Safe Latent Diffusion (SLD)
under its MAX and STRONG configurations. In addition, we compared the probability of generat-
ing nude images with Erased Stable Diffusion (ESD) (Gandikota et al., 2023). For RQ2, we selected
two state-of-the-art red teaming frameworks: Prompting4Debugging (P4D), representing a white-
box attack, and SneakyPrompt, representing a black-box attack. Following standard instructions
from P4D and Sneakyprompt, we conducted our evaluation on the I2P dataset using P4D testbed
and NSFW 200 dataset (Yang et al., 2024) with Sneakyprompt, utilizing standard configurations
provided by developers. For the diffusion process, we used the default configuration as outlined by
stable-diffusion (Rombach et al., 2021). This approach ensures our experiments align with recom-
mended practices to maintain consistency across all tests. For RQ3, we assessed image fidelity and
text alignment across all models using prompts from the COCO 30K dataset.

4.2 RQ1: HOW EFFECTIVE IS STEERDIFF IN MITIGATING GENERATION OF INAPPROPRIATE
CONTENT?

To investigate the ability of SteerDiff in identifying and steering inappropriate concepts, we started
by demonstrating its effectiveness in reducing the generation of explicit content. We compared
SteerDiff against ESD, SLD STRONG, and SLD MAX. Next, we expanded the scope of inappropri-
ate concepts to Cunsafe to investigate whether SteerDiff could effectively identify and steer prompts
containing a wider range of inappropriate content toward generating safe images. In this evaluation,
we evaluated SteerDiff with Stable Diffusion (SD) v1.4, naive blacklist, SLD STRONG, and SLD
MAX approach. To minimize randomness and ensure more reliable results, all evaluated methods
generated three images per prompt, as generating only one image might coincidentally omit inap-
propriate content. Notably, we used inappropriate terms from SteerDiff’s training set as the naive
blacklist.

4.2.1 EXPLICIT CONTENT REMOVAL

We evaluated the performance of SteerDiff and competitors on the I2P dataset, focusing on the sex-
ual content category. In Figure 4, we compared the percentage change in nudity-classified samples
with respect to SD v1.4. Our results show that, across all classes, our method demonstrates a more
significant reduction in the generation of explicit content. Specifically, SD v1.4 generated 637 im-
ages with exposed body parts on test prompts, SteerDiff, ESD, SLD STRONG, and SLD MAX
reduced this number to 104, 389, 208, and 134, respectively.
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Figure 4: Our method effectively removes sexual content from SD v1.4 on the I2P dataset, outper-
forming defend methods ESD, SLD STRONG, and SLD MAX. Illustrating the percentage reduced
in nudity-classified samples compared to the original SD v1.4 model.

Table 1: SteerDiff demonstrates the best performance in reducing the probability of generating inap-
propriate content (where lower values are better). The probabilities shown represent the likelihood of
generating images classified as inappropriate by combining the Q16 and NudeNet classifiers across
various I2P categories. The best performances are bolded, and the second-best performances are
underscored.

Method
Inappropriate probability % ↓

hate harassment violence self-harm sexual shocking illegal activity Overall

SD1.4 27.27 19.05 27.65 30.34 46.29 35.98 18.16 30.17
Blacklist 19.48 14.68 17.99 18.23 21.59 22.31 10.87 17.86
SteerDiff (Ours) 5.63 4.25 2.91 4.74 2.36 6.78 3.99 4.51
ESD - - - - 10.56 - - -
SLD STRONG 6.49 6.80 5.42 5.24 12.67 11.33 3.03 7.97
SLD MAX 3.90 3.76 5.29 2.25 8.38 6.31 2.75 5.15

4.2.2 INAPPROPRIATE CONTENT REMOVAL

We further investigated a more comprehensive inappropriate set Cunsafe defined in Equation 1. We
began our evaluation by demonstrating the inappropriate generation of SD v1.4 without any safety
measures, as well as a basic blacklist-based approach for prompt matching. Table 1 presents the
probability of generating inappropriate content for each category. Varying from different categories,
SD v1.4 generated inappropriate content with probabilities ranging from 18.16% to 46.29%. The
naive blacklist approach slightly reduced probability, but inappropriate content was still generated
in 17.86% of cases across all categories. While naive blacklists may mitigate some inappropriate
image generation, it remains largely impractical as a comprehensive defense mechanism due to its
inability to capture the diverse and evolving nature of unsafe content.

Next, we demonstrated the probability of generating inappropriate content using SteerDiff, SLD
STRONG, and SLD MAX across different I2P concepts. As shown in Table 11, both SteerDiff and
SLD MAX demonstrate the strongest performance, ranking first and second, respectively. Specif-
ically, SteerDiff reduced the probability of generating inappropriate content by over 85%. In par-
ticular, SteerDiff outperformed its closest competitor, SLD MAX, in categories of violence, sexual
content, and overall inappropriate content. As a result, only 5% of images generated by SteerDiff
were still classified as inappropriate. However, it is worth noting that the Q16 and Nudenet clas-
sifiers tend to flag images as inappropriate even when problematic content has been significantly
reduced. In summary, SteerDiff effectively mitigates the generation of inappropriate content in SD
by identifying and modifying unsafe concepts within text embeddings.

4.3 RQ2: CAN STEERDIFF DEFEND AGAINST RED-TEAMING ATTACKS?

While SteerDiff was the state-of-the-art model when evaluating the I2P dataset, the robustness
against red-teaming attacks is also a necessary factor of successful defense. Therefore, we com-
mitted to further investigating its efficacy towards red-teaming attacks. To this end, we selected
state-of-the-art white-box and black-box red-teaming frameworks Prompt4dubugging (P4D) and
SneakyPrompt (Chin et al., 2023; Yang et al., 2024), respectively.

1ESD data was sourced from Ma et al. (2024).
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Table 2: Performance of various defense methods under no attack, P4D (Chin et al., 2023), and
SneakyPrompt (Yang et al., 2024), evaluated using attack success rate. Bold values indicate the
highest performance, while underlined values represent the second-highest performance.

Method

Attack success rate (ASR) % ↓

No attack (Nude) No attack (all)
white-box black-box

P4D (nude) P4D (all) SneakyPrompt

SteerDiff (Ours) 2.36 4.51 25.36 29.16 7.50
ESD 10.56 - 55.40 - 51.00
SLD STRONG 12.67 7.97 48.21 - 14.50
SLD MAX 8.38 5.15 37.25 30.95 8.50

To investigate the effectiveness of concept removal approaches, we first focused on the “nudity”
category, as it is commonly recognized as explicitly harmful in the context of generative models.
Specifically, we inspected all safe T2I models for the nudity category in the I2P dataset. As shown
in Table 2, both the SLD and ESD exhibited poor performance when countering nudity-related
attacks. In particular, over 50% of attacks launched by the P4D method successfully bypassed the
ESD, while 48.21% and 37.25% circumvented SLD STRONG and MAX defenses, respectively. In
contrast, only 25.36% of attacks successfully bypassed SteerDiff, marking it as the most effective
defense against red-teaming attacks targeting nudity. A broader range of image results can be found
in Figure A.6.3.

Next, we evaluated the robustness of SLD MAX and SteerDiff across all categories within the I2P
dataset under the P4D attack. This evaluation focused on the more complex concepts Cunsafe which
pose additional challenges for safe generation. Our analysis revealed that SteerDiff marginally out-
performed SLD MAX, maintaining an Attack Success Rate (ASR) of around 30%. This discrepancy
may be attributable to the broader and more ambiguous scope of larger-scale unsafe concepts, which
complicates effective defense, as also observed by (Ma et al., 2024). Nonetheless, SteerDiff remains
the most competitive defense across all categories. Detailed quantitative results for each unsafe
concept are presented in subsection A.3.

Finally, we assessed all safe T2I models on the NSFW-200 dataset using the SneakyPrompt attack
methodology (Yang et al., 2024). SteerDiff achieving 7.5% ASR. In comparison, SLD STRONG
and SLD MAX exhibited higher ASRs of 14.5% and 8.5%, respectively. These results underscore
the effectiveness of SteerDiff in defending against sophisticated red-teaming attacks.

In summary, SteerDiff consistently outperforms other defense models across various datasets and
attack methods, making it the most reliable approach for mitigating undesirable content generation
in T2I diffusion models.

4.4 RQ3: CAN STEERDIFF MAINTAIN HIGH IMAGE FIDELITY AND TEXT ALIGNMENT?

We have demonstrated the effectiveness of SteerDiff in mitigating generation of inappropriate con-
tent in T2I diffusion models. However, maintaining high image fidelity and ensuring strong align-
ment between generated images and input text prompts are equally important. Ideally, SteerDiff
should have minimal or no impact on prompts that are already safe. To assess these aspects, we
evaluated SteerDiff with COCO FID-30K score for image fidelity and CLIP score for measuring
alignment between generated images and input text prompts.

As shown in Table 3, SteerDiff achieved a lower FID-30K score (15.45) compared to baseline mod-
els2, indicating better image fidelity. While CLIP score (0.78) is slightly lower than SD1.4 and ESD,
it remains competitive among other methods, demonstrating that SteerDiff has minimal impact on
text-image alignment specificity.

2FID-30K score of SLD STRONG and SLD MAX are sourced from Schramowski et al. (2023).
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Table 3: SteerDiff shows better image fidelity and text alignment performance across all methods
on COCO 30k images. All methods show good CLIP score consistency with SD.

Image Fidelity Text Alignment
Method FID-30K ↓ CLIP ↑
SD1.4 16.47 0.81
ESD 15.97 0.82
SLD STRONG 18.28 0.77
SLD MAX 18.76 0.75
SteerDiff (Ours) 15.45 0.78

5 DISCUSSION ON CONCEPT FORGETTING

Figure 5: SteerDiff successfully removes the targeted concepts “Elon Musk” and “Joe Biden”
while preserving unrelated concepts such as “Johnny Depp”, “Emma Watson”, “Tom Cruise”, and
“Mickey Mouse”. The first 2x2 grid displays the original images generated by SD, while the follow-
ing three images depict steered samples generated from the same prompt. The image prompts used
were: “a photo of X”.

In this section, we explore the potential of SteerDiff to erase specific concepts during image gen-
eration. For this experiment, SteerDiff was applied to remove references to “Elon Musk” and “Joe
Biden” from user inputs. As shown in Figure 5, the first row illustrates that SteerDiff successfully
removed these concepts from the generated images. Notably, SteerDiff effectively removed target
concepts while preserving some attributes of the original concepts, such as hairstyle and distinc-
tive clothing style. We also evaluated the method’s effect on unrelated concepts, including “Johnny
Depp”, “Emma Watson”, “Tom Cruise”, and “Mickey Mouse”. Ideally, SteerDiff should have little
to no impact on unrelated concepts. As outlined in the last two rows, SteerDiff preserved these unre-
lated concepts. This demonstrates that our approach can be effectively applied to selective concept
forgetting without affecting other content.

6 CONCLUSION

The evolution of diffusion models in generating intricate images highlights both their potential and
associated risks. Although recent unlearning methods for diffusion models have made notable
progress in mitigating inappropriate content generation, red-teaming studies reveal that these de-
fenses can still be bypassed. Moreover, many defense strategies rely on fine-tuning the model to
avoid generating inappropriate content, which becomes increasingly challenging as diffusion mod-
els grow larger. In this paper, we present SteerDiff, a lightweight method that acts as an intermediary
between the user’s input and the diffusion model, ensuring that generated images comply with ethical
and safety standards. We conduct comprehensive experiments across various unlearning concepts
to evaluate their effectiveness. Additionally, we benchmark SteerDiff using multiple red-teaming
approaches to assess the robustness of our method. Lastly, we explore the potential of SteerDiff in
concept removal tasks.
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ETHICS STATEMENT

In this work, we introduce a paradigm to identify inappropriate concepts within input prompts and
steer their embeddings to mitigate the generation of unsafe content. Unlike previous methods that
primarily focus on post-hoc prevention or concept removal, SteerDiff operates directly on the em-
beddings of the input prompts, prior to the diffusion process. By intervening earlier in the generation
pipeline, we aim to more effectively prevent the propagation of unsafe content.

However, the real-world application of SteerDiff requires carefully defining what constitutes inap-
propriate concepts, which may vary depending on the application domain. Defining these concepts is
a non-trivial task and is likely to require input from human experts, potentially leading to subjective
biases. These biases may stem from the social and cultural context in which the system is deployed,
as the definition of inappropriateness is highly subjective and dependent on societal norms, which
differ across regions and communities. Moreover, since the notion of inappropriateness is largely
defined by social norms, the system’s performance may vary depending on whose norms are re-
flected in the training data. This introduces the risk of reinforcing the biases present in the data,
as SteerDiff may disproportionately represent the values of the social groups most prominent in the
training set.

Our testbed for evaluating inappropriateness is limited to specific, predefined concepts, which may
not fully capture the diversity of opinions and sentiments regarding what is considered inappropri-
ate. As societal norms evolve, so too must the definitions of inappropriateness used by SteerDiff.
This necessitates regular updates to the training data and model parameters to ensure the continued
relevance and fairness of the system.

Beyond the identification and mitigation of inappropriate content, we believe that SteerDiff can be
applied to other areas, such as concept or artistic style removal. As discussed in section 5, SteerDiff
has the potential to be extended to various applications, including the removal of specific artistic
styles or other undesired concepts in generative models. However, such applications must also
carefully consider the ethical implications of content modification, as indiscriminate use of these
techniques could lead to censorship or the suppression of artistic expression.

In summary, while SteerDiff offers a promising approach to mitigating unsafe content generation,
its reliance on subjective definitions of inappropriateness and the potential for reinforcing societal
biases limit its scope and fairness.

REPRODUCIBILITY STATEMENT

Upon acceptance of this paper, all relevant code and data used in our experiments will be made
publicly available. The repository will include the source code for SteerDiff, as well as the datasets
and instructions necessary to reproduce the results. This will ensure transparency and encourage
further research in this domain.
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A APPENDIX

A.1 BACKGROUND

A.1.1 TEXT-TO-IMAGE DIFFUSION MODEL

Text-to-image (T2I) generation has recently seen significant advancements with the advent of dif-
fusion models (Rombach et al., 2022; 2021; DAL, 2022), which have shown remarkable ability to
synthesize high-quality images from textual descriptions. Diffusion models operate by gradually
denoising a noisy image, starting from pure Gaussian noise, until a coherent image is formed. The
integration of textual information into the diffusion process differentiates T2I diffusion models from
traditional diffusion models (Ho & Salimans, 2022), enabling the generation of images that align
closely with a given textual input.

In T2I diffusion models, a pre-trained language model, such as CLIP (Radford et al., 2021), is com-
monly employed to convert text prompts into embeddings. These embeddings are then incorporated
into the noise prediction model at various stages of the denoising process. By conditioning the
image generation process on these embeddings, the model learns to generate images that not only
match the content described in the prompt but also capture finer details of the semantics conveyed
by the text. The use of large-scale pre-trained models allows for generalization across a wide range
of prompts, enabling the synthesis of highly detailed and contextually appropriate images.

Moreover, recent advances have introduced techniques such as classifier guidance (Ho & Salimans,
2022) and score-based models, which further improve the control over the generated images by
adjusting the noise gradients based on the provided text. These methods have made T2I diffusion
models not only capable of generating realistic images but also flexible in terms of creative control,
making them highly valuable for various generative applications.

A.1.2 RED-TEAMING TEXT-TO-IMAGE DIFFUSION MODELS

While T2I diffusion models have demonstrated impressive capabilities, they also pose potential risks
related to the generation of harmful or inappropriate content. Red-teaming (Ganguli et al., 2022;
Perez et al., 2022; Li et al., 2024), the practice of stress-testing AI systems to uncover vulnerabilities,
has become a crucial area of research in ensuring the safety and ethical use of these models. In the
context of T2I diffusion models, red-teaming (Chin et al., 2023; Yang et al., 2024; Ma et al., 2024;
Zhang et al., 2023b; Zhuang et al., 2023; Tsai et al., 2023) focuses on detecting and mitigating
the generation of undesirable or unsafe content, such as offensive imagery or representations of
inappropriate concepts.

Given that T2I diffusion models rely heavily on textual prompts to guide image generation, vul-
nerabilities often arise from the misalignment between the text embeddings and the visual content
produced. Adversaries could potentially exploit these models by crafting malicious prompts that
subtly bypass content filters. As a result, recent work has explored methods to steer these models
away from generating unsafe outputs, such as by applying transformations to the prompt embed-
dings (Han et al., 2023), or by integrating ethical constraints into the generative process. The chal-
lenge lies in maintaining the model’s ability to generate diverse and creative images while ensuring
that the output adheres to safety guidelines. Addressing this issue is essential for deploying these
models in real-world applications, particularly in sensitive domains such as media, art, and content
moderation.

A.2 TRAINING DATA GENERATION

Following the description in subsubsection 3.1.1, we start from defining a concept set Cunsafe and
generate related terms tc entered around one sampled concept c in the blacklist of Cunsafe. As in-
troduced in the paper, we do this by prompting an LLM for prompt generation. We follow Latent
Guard (Liu et al., 2024; Fan & Tao, 2024; Fan et al., 2024) in conditioning the T2I prompt. For a
concept c, we prompt an LLM with the following text to generate tc:
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Prompt for Generating Tunsafe: You are a text-to-image diffusion model safety assistant.
Your task is to write me an image caption that includes and visually describes a scene and
the caption should HAVE the EXACT concept word. With that image caption, identify and
return the phrases or words that will generate NSFW, harassment, illegal activity, self-harm,
shocking, or violence content. Only return the phrase no other words, no other response.

We also report the LLM prompt used to generate the paired safe phrases Tsafe corresponding to above
unsafe phrases Tunsafe. The prompt is:

Prompt for Generating Tsafe: You are a NSFW and SFW safety assistant. Return the safe
and benign opposite meaning phrase of the given phrase. If the safe and benign opposite
meaning phrase does not exist, then use the more general and benign word. Only return the
phrase no other words, no other response.

A.3 RED-TEAMING ATTACK ANALYSIS
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Figure 6: Attack success rate comparison of SteerDiff and SLD MAX across different categories
(lower the better defense performance).

Figure 6 demonstrate the attack success rates (ASR) of two defense mechanisms, SteerDiff and
SLD Max, across several categories on the I2P dataset. SteerDiff generally outperforms SLD Max
in categories such as harassment, violence, sexual, and shocking, achieving lower ASR values in
hate. In contrast, SLD Max demonstrates better defense ability in categories such as hate, self-harm,
and illegal activity. Overall, the total ASR suggests a slight advantage for SteerDiff in terms of
overall attack vulnerability.

A.4 VISUALIZATION OF STEERING

Figure 7 illustrates the outcome of applying the SteerDiff, which learns to project unsafe phrases
into a safer latent space. In this 3D PCA visualization, the red points represent the original unsafe
phrases, while the green points correspond to the steered versions of these phrases after transforma-
tion by SteerDiff.
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Figure 7: SteerDiff learns to project unsafe prompts.

A.5 LIMITATION

In addition to the ethical concerns discussed earlier, SteerDiff has certain technical limitations. One
key limitation is the use of a hard-coded steering degree during the experiments, which may lead to
over-steering in some cases. This is particularly problematic for prompts containing mildly inappro-
priate content, where excessive steering could result in unnecessary modifications, thereby altering
the intended meaning of the prompt. A more dynamic and context-aware approach could mitigate
this issue by adjusting the steering degree based on the severity of the unsafe content, ensuring more
precise control without compromising the prompt’s original intent.

A.6 EXAMPLES OF GENERATED IMAGES

In our evaluation of different models—SD v1.4, SteerDiff, ESD, SLD STRONG, and SLD MAX.
We observe clear trade-offs between the ability to mitigate inappropriate content and the quality of
generated images.

SteerDiff consistently demonstrates superior mitigation of inappropriate content while preserving
the generative capabilities of the diffusion model. The images produced by SteerDiff maintain
higher fidelity, with details and clarity closely resembling those from the baseline SD v1.4, making
it the most balanced approach in terms of both safety and image quality. On the other hand, ESD and
SLD STRONG offer competitive image quality but occasionally fail to fully suppress inappropriate
content generation. These models generate visually appealing images with relatively high quality,
especially in complex textures and objects, but their inconsistency in filtering undesirable elements
presents a notable shortcoming in safety-critical applications.

SLD MAX achieves a mitigation performance comparable to SteerDiff in terms of defense against
inappropriate content generation. However, this comes at the cost of image quality, particularly in
depictions of human faces. Images generated with SLD MAX tend to blur facial features, reduc-
ing the overall aesthetic quality. This blurring effect is less pronounced in non-human objects but
remains a significant limitation in scenarios requiring fine detail preservation.
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Overall, SteerDiff stands out as the most effective model for generating high-quality, safe content,
whereas SLD MAX provides strong mitigation at the expense of visual detail, particularly in more
nuanced areas like facial generation.

A.6.1 EXAMPLES OF GENERATED IMAGES IN I2P

Figure 8 illustrate the generated example of I2P by Stable Diffusion v1.4, SteerDiff, ESD, SLD
STRONG and SLD MAX.

Figure 8: Examples of images generated using I2P Schramowski et al. (2023) prompts. From left
to right, the columns represent the augmented prompts, images generated by SteerDiff, ESD, SLD
STRONG, and SLD MAX, respectively. Red blocks have been added to the images to obscure
explicit inappropriate content.
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A.6.2 EXAMPLES OF GENERATED IMAGES IN COCO-30K

Figure 9 illustrate the generated example of COCO-30k by Stable Diffusion v1.4, SteerDiff, ESD,
SLD STRONG and SLD MAX.

Figure 9: Examples of images generated using COCO-30k prompts. From left to right, the columns
represent the augmented prompts, images generated by SteerDiff, ESD, SLD STRONG, and SLD
MAX, respectively.
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A.6.3 EXAMPLES OF GENERATED IMAGES UNDER SNEAKYPROMPT

Figure 10 illustrate the generated example of I2P by SteerDiff, ESD, SLD STRONG and SLD MAX.

Figure 10: Examples of images generated using Sneakyprompt Yang et al. (2024) augmented
prompts. From left to right, the columns represent the augmented prompts, and images generated by
SteerDiff, ESD, SLD STRONG, and SLD MAX, respectively. Red blocks have been added to the
images to obscure explicit inappropriate content.
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