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A Appendix

A.1 Proofs of Zero Conditional Entropy

Proof.
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In above equations, p(u), p(0) and p(u, o) are the marginal probability mass functions of the discrete
variables U, O and their joint probability mass function. The conditional entropy H(O|U) can be
expressed as the below equation according to the Eq.5 and Eq.7.

H(O|U) = Zp Zpow «(0)logpojy—u(0)) ®)
Since every u is corresponding to a fixed spike 0 or 1, pojy=, = 0 or 1. So we have

H(O|U) = Zp JO+0+---+0)=0 9)

Then maximizing the mutual information I(U;0O) is equivalent to maximizing the information
entropy H(O):
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argmax I(U; O) = H(O) (10)
U,0

A.2 Algorithm

The proposed training algorithm of an SNN is presented in Algo.1.

Algorithm 1 The proposed training algorithm of an SNN.

Input: Initialized SNN; training dataset; total training epochs, I; training iterations per epoch, J.
Output: The trained SNN.

1: foralli =1,2,..., I-th epoch do
2 forall j =1,2,..., J-thiteration do
3 Forward propagation:
4: Compute classification loss L7 .
5: foralll =1,2,...,(L — 1)-th layers (IM-Loss is not added for the last output layer.) do
6: Compute U for [-th layer.
7 end for ‘
8: Compute IM-Loss L7,
9: Compute overall loss £7. ;-
10: Back propagation:
11: Update the ¢/(-) via ESG:
12 g(2) = LK()(L - tanh(K(i)(@ — Vin))?)
13: Calculate the gradients w.r.t. W:
14: % = thl %y"f‘“ g (ut)%, where y' and u! denote the target output and mem-
brance potential at ¢-th timestep.
15: Parameters Update
16: Update W : W =W — n%, where 7 is learning rate.
17:  end for
18: end for

19: return the trained SNN.
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